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Introduction

In numer!cal cpmputa?ons, the precision of ﬂoal]'cmg-pomt /Available Components PO C i —————
Comp(ljjtatlodns 15 d keyff?qtor to determ:lne the hper orlfnsrl\-ce (1) Precision-tuning with numerical (2) Arbitrary-precision libraries and (3) Field-Programmable Gate Array

(speed and energy-e C|.en.c.y) as well as the re lat '_'ty validation based on stochastic fast accurate numerical libraries (FPGA) with High-Level Synthesis
(accuracy and reproducibility). However, the precision arithmetic * Reduced-/mixed-precision with FP16/FP32/FP64 enables us (HLS)

* Rounding-errors can be estimated stochastically to improve performance & energy-efficiency _ * FPGA enables us to implement any operations on
genera”y plays a contrz?\ ry, ,rOIe for both. There.foref the with a reasonable cost (for details, see “(A) * High-precision libraries and fast accurate computation hardware, including arbitrary-precision operations
ultimate concept for maximizing both at the same time is the Stochastic Arithmetic Tools” at the bottom left) methods have been developed for reliable & reproducible * HLS enables us to use FPGAs through existing
optimized/reduced precision computation through preci- || Generlschem sppictie foran fostingpoin | | computatin ] et g uch s Gl and Opnc
sion-tuning, which adjusts the minimal precision for each } . fools: . computations on hardware efficiently (high-

. . Tools:  High-precision arithmetic: binary128 (intel, gcc), QD [1], performance and energy-efficient)
operation and data. Several studies have been already . PROMISE [17] (based on a stochastic arithmetic MPFR [2], ARPREC [3], CAMPARY [4], etc.
conducted for it so far, but the scope of those studies is library, CADNA [18]), Verrou [19], etc. * Accurate sum/dot: AccSum/Dot [5], Ozaki-scheme [6], etc. Tools:
o . . * Numerical libraries: MPLAPACK [7], QPEigen [8], « Compilers: SPGen [14], Nymble [15], etc
limited to the precision-tuning alone. Instead, we propose a Related works (not validation-based): QPBLAS [9], XBLAS [10], ReproBLAS [11], ExBLAS [12], . Custom floating-point operation generator
more broad concept of the optimized/minimal precision and > PEsiisanieus |21, P hiber 22| cie J LA ), e FloPoCo [16], etc.
robust (numerically reliable) computing with precision- = \ : ?)

tuning, involving both hardware and software stack

Our Proposal

‘M

S

-

inimal-Precision Computing /'System Stack __avallable )i in development ; (System Workflow | precision-optimizer
Minimal-precision computing is both reliable (aka ‘Fp32 FPea. ) (Arbitrarve ) ) . nput:  The Precision-Optimizer
robust) and sustainable as it ensures the requested ’ ’ ary MPLAPACK C code with MPFR determines the minimal floating-
: . (FP16, FP128) Precision [7] point precisions, which need to
accuracy of the result as well as is energy-efficient An open-source multi- (and MPLAPACK) . !
. . L achieve the desired accuracy
- < Prec_:lsmn - ~ (/ _________________ \]\ precision BLAS and LAPACK ¢ L )
High_performance Tunlng /1 CPROMISE) g P.ROMISE E based on several hlgh- . o - ~
Performance can be improved through the minimal- W'thSAM precision tools such as Preu;wg—?gﬂgger Performance Optimization
precision as well as fast numerical libraries and accelerators MPFR, QD, and FP128 (wit - At this stage, if possible to speedup
\ Y, : \ J and CADNA/SAM) ‘ .
. - \h;ulqrée?_cal _ CADNA | [ SAM / Sf[)hme parts ot the codf \t/yuth sortr;]e d
-Fffici aligation other accurate computation methods
Energy-Efficient - Stochastic Arithmetic / /Fast Accurate A l than MPFR, those parts are replaced
Through the minimal-precision as well as the energy- N : : ,
efficient hardware acceleration with FPGA and GPU ) Bieduees Llakiles C code with MPER with them
N\ J e 3 z ™ cOde Wit * The required-accuracy must be taken
Numerical | [others... | ( others... | (optimized) .
4 . . ™\ . . . into account
Robust (Numeraically Reliable) Libraries LAPACK | [ QPEigen [ OzBLAS | J . If possible, it considers to utilize
To ensure the requested accuracy, the precision-tuning is BLAS ][ MPLAPACK (MPBLAS) ExBLAS] FPGA (as heterogeneous computing)
processed based on numerical validation, guaranteeing (N J Performance \ /
also reproducibilit : - Optimization
\_ i v J [ﬁirtl’trgmetlc /(o MPFR y \DDIQD n E A part of the C code
/General A - acceleration B with MPFR, which is
. . . . Z N Yes executed on FPGA
Our scheme is applicable for any floating-point Hardware CPU ¢
computations. It contributes to low development cost and / Q .
sustainability (easy maintenance and system portability) r D ~ Code Translation
MPFR 2] ® Heterogeneous System No (SPG Itlor FbPIGAFI PoCo)
e ; N A C library for multiple o €n, Nymble, Horoto
\fvompr ehensi V? f ) ) (arbitrary) precision = Nvmb| y ¥
e propose a total system from the precision-tuning to the floating-point O |\ ST e TR ymble . ]
execution of the tuned code, combining heterogeneous computations on CpUSJ = ' J %Eﬁgﬁ‘gg’%gggﬁfﬁg Lov%/olrel\:/SIGc':Ac‘)de
khardware and hierarchical software stack y N | \ //‘ FloPoCo ] e o (VHDL etc.)
p N FloPoCo [16] Compiler & 3 3
Realistic An open-source floating-point Ll e = e Compilation and Compilation and
Our system can be realized by combining available in-house core generator for FPGA / Execution Execution
technologies Guppoﬂing arbitrary-precision /j K on CPU/GPU on FPGA /
\ )

\_ /

Our Contributions

QStochastic Arithmetic Tools A gFPGA as an Arbitrary-Precision Computing Platform G Fast and Accurate Numerical Libraries N

Discrete Stochastic Arithmetic (DSA) [(1) The same code is run several times with FPGA enables us to implement arbitrary-precision on hardware. High-Level Synthesis (HLS) enables usto Arbitrary-precision arithmetic is performed using MPFR on CPUs, but the performance is very low. To
[21] enables us to estimate rounding the random rounding mode (results are program itin OpenCL. However, compilingarbitrary-precision code and obtaining high performance are still accelerate it, we are developing several numerical libraries supporting accurate computation based
errors (i.e., the number of correct rounded up / down with the same challenging. Heterogeneous computing with FPGA & CPU/GPU is also a challenge on high-precision arithmetic or algorithmic approach. Some software also support GPU acceleration.
digits in the result) with 95% probability) ——— ———
. 2 D' 0 START In developmen |n. (.eve ?pmen - . .
accuracy by executing the code 3 |[(2) Different results are obtained SPGen (RIKEN) o b Opfimization tool QPEigen & QPBLAS (JAEA, RIKEN) ExXBLAS (sorbonne University)
times with random-rounding. DSA is (3) The common part in the different C’C”C"desJ + LLVM based SPD °°deSJ e isi i ‘ o ExBLAS [12] i te & ducibl
" 1 el .f results is assumed to be a reliable result « SPGen (Stream Processor Generator) © Poyhedra trans. * Mapping clusters . Qua.druple-preC|5|on Eigen solvers (QP.Elgen)-[S, X [12] is an accyra e . repro U(?I e
?1 general scheme applicable for a.nyI [14] is a compiler to generate HW 25] is based on double-double (DD) arithmetic. It BITAS based on floating-point expansions
Ioa'tl.nﬁ—pomt dopera‘u(cj)ns. n((j).ﬁSpec.:la — — ) 3 14160.. module codes in Verilog-HDL for FPGA oy { } J O{pﬁm}ized START is built on a quadruple-precision BLAS (QPBLAS) with error-free transformations (EFT:
- . . . Host cod . . . . )
algorit rT(]jS Zn no .CO € rlnoh I Caiﬂi‘n oa ég%:om 3.14161. | from input codes in Stream Processing r__________________________________O_S__?_O__Ef______________Ay_qi_|_a_t_,!§_pgw __________ SPD codesA_ _______ [9]. They support distributed environments with twosum and twoprod) and super
are ”ei € .t It is fa '5’} t-weight Z Eec‘elsr?'ilons n i 3.14159. .| Description (SPD) Format. The SPD |  FPGA <L | MPI: equivalent to ScaLAPACK’s Eigen solver and accumulator
approacn In terms O errormance Xecu wI . | - i ibili i
usabili y,cI z:n - evcj_'c r:)pmen C-OS| which is suitable for FPGA. | FPoA <:| " (ogic generatin) <:: rodes <:| datowcanlogic | [T 5 | correct-rounding: it preserves every bit of
I N + Connect nodes w/ wires 1 H H H H H
cor_n.par_e o) | e _o er numerica « It supports FP32 only, but we are | FiNisH (HW mapping) + Equalize length of paths | 111 52 | information until the final rounding to the
verification / validation methods. ino t tend SPGen t R | - desired format
go;)hg 0 & en e?] O. supp.or Module definition with data-flow graph AN 22 I 22 I * CPU (Intel TBB) and GPU (OpenCL) versions
_ _ arpitrary-precision oating-point. by describing formulae of computation Double-double format
CADNA & SAM (Sorbonne University) Currently, there is no FPGA compiler wam  TE FHF Derine pipeline TE manemoes (10~ OO0 OO~ OO -
. . . . e . Main In {in:: x_in, y_in};
« CADNA (Control of Accuracy and Debugging for Numerical supporting arbitrary-precision. Main Out (out::x_out, y out}; w OzBLAS (TWCU, RIKEN) e S
Applications) [18] is a DSA library for FP16/32/64/128 o IEue 1> / >\ * OzBLAS [13] is an accurate & reproducible BLAS | UL Thread 2}
. . eq2, =x in / y in; . . . S ittt il : !
* CADNA can be used on CPUs in Fortran/C/C++ codes with Nymble (TU Darmstadt, RIKEN) B0 e, out = €+ 2 O, O using Ozaki scheme [18], which is an accurate Thread 1}
. EQU eqg3, y out = tl - t2; . . . .
OpenMP & MPI and on GPUs with CUDA. « Nymble [15] is another compiler project for x_out y_out matrix multiplication method based on the
* SAM (StOChaSt|CAr|th met|C|n MUItlprEC|S|On) [23] ISa DSA ad n a FPGA I d I C d d h I d Module deflnlt_lo_n with hardware structure error_free transformahon Of dot_product
lib £ bit . . ith MPER . It direct \ accepts codaes an das already by describing connections of modules . T Erna ooy
lbrarytor arbitrary-precision wi ) started to support arbitrary_precision_ Name Core; ### Define IP core “Core” x0 030 0 x0 1y0 1 * The daCccuracy IS tunable and depends on the E g ; . ;
in In in:: x x ; el el . R y z t : ' ' "
* It is more suited for non-linear memory access Mt out (vt o0, oL, ¥20, y2 1), PE PE range of the inputs and the vector length : beseene T R
_ _ pattern, like with graph based data structures. $4# Description of parallel pipelines for t=0 — Y7 * CPU and GPU (CUDA) versions tevel 1 (Filtering) 7 w7 |- — - — - e
PROMISE (Sorbonne University) DL per, 123, (<10, ¥10) = FE(X0.0, ¥0 01 4> a0yi0 x iyl 1 :
pell, , (x1.1, y1 1) = x0 1, y0 1); ] ] ] 1 ! = 1 ' '
» PROMISE (PRecision OptMISE) Higher precision — o e[ O 2 DD Y togyn + 121 : ;
| — Cygnus (Un|verS|ty Of TSUkUba) ### Description of parallel pipelines for t=1 pe20 pe2l - 2 2 . '
: | b d Ita- v HDL pe20, 123, (x2 0, y2 0) = PE(x1 0, yl 0); T 3 T 3 7 = [logy(max; <;<, x| . ' '
[17] is a tool based on Delta : - Y- - Y- =20 Notation: - ] '
, _ v * Cygnus is the world first supercomputer HDL pe2l, 123, (x21, y2_1) = PE(xl1, yl 1) x2_0y2 0 x2_1y21 v SN s moutation : :
Debugging [24] to automatically tower precision ' . : -0 T T x"=1l((x + o) - 0) (i icomputa : : :
g8ing V4 h h , with floating-point , , . .
tune the precision of floating- X system equipped with both GPU (4x Intel Intel =1l - x) A e rotind-of : SCoRr Superhccumuer
. - Prec & Tesla V100) and FPGA (2x Stratix 10), xeonGold | UP'| xeon Gold ; (1) xand y are split by split() oo 5 ] v [ | ' :
oint variables in C/C++ codes . . ) . Y plit by sp _ : :
P . . installed in CCS, University of Tsukuba PCiGx1s  PCigxis & (@), x@) = split(x), (D, Y1) = split(y) 1 1 5
* The validity of the results is _ ' ' g itis applied recursively until x(P*D = p@h =0 Levi1 2 (Private SumerAccuhatation) e R
checked with CADNA e Each Stratix 10 FPGA has four PLx PLx g x=xD+x@ +  +xP) 3y =910+ + 4@ R —
: external links at 100Gbps. 64 e (2) then, xy is computed as
* We are going to extend PROMISE P e PR [ e e Ty = )T + (YT +_ + ()T |
for  arbitrary-precision  with ‘1= 4 FPGAs make 8x8 2D-Torus network ~ [Lvio L vioo_] | + (@)D + (X)) + Level 3 (Parallel Reductio) """ _
oS, s s s s s ; H IB HDR100 IB HDR100 ’ +
MPFR Already tested | for communication 7 ~ S o )
- This project targets such a [ e i T GO v o —
Precision tuning based on Delta_Debugging heterogeneous SyStem W|th FPGA. ‘ : LeYeI_4 (_RO_Un'f"E) ''''''''''''' -
\ J k Cygnus system J k Error-free transformation of dot-product (x'y ) EXBLAS scheme /
Conclusion & Future Work
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