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Abstract. In this paper it is shown that the compu- 
tation of the optical flow from a sequence of time- 
varying images is not, in general, an underconstrained 
problem. A local algorithm for the computation of the 
optical flow which uses second order derivatives of the 
image brightness pattern, and that avoids the aperture 
problem, is presented. The obtained optical flow is very 
similar to the true motion field - which is the vector 
field associated with moving features on the image 
plane - and can be used to recover 3D motion 
information. Experimental results on sequences of real 
images, together with estimates of relevant motion 
parameters, like time-to-crash for translation and 
angular velocity for rotation, are presented and dis- 
cussed. Due to the remarkable accuracy which can be 
achieved in estimating motion parameters, the pro- 
posed method is likely to be very useful in a number of 
computer vision applications. 

1 Introduction 

A great deal of visual information can be extracted 
from a sequence of time-varying images (Gibson 1950; 
Koenderink and van Doorn 1977; Ullmann 1979, 
1983; Longuet-Higgins and Prazdny 1980; Marr 1982; 
Tsai and Huang 1982; Waxman and Ullmann 1983; 
Waxman 1984; Kanatani 1985; Westphal and Nagel 
1986; Nage11986, 1987). An intermediate step, which is 
considered as almost essential for later processings is 
the determination of the motion field, that is the 
perspective projection onto the image plane of the true 
3D velocity field (Fenmena and Thompson 1979; Horn 
and Schunck 1981; Hildreth 1984a, b; Enkelmann 
1986; Nagel 1983, 1986, 1987; Heeger 1987). The 
motion field can be recovered precisely if features can 
be located and matched in different images. An alterna- 
tive approach with which the motion field can be 
determined is based upon differential techniques. In- 

deed, by computing spatial and temporal derivatives of 
the image changing brightness it is possible to obtain 
estimates of the motion field, usually called optical 
flows. The advantage of this approach is that optical 
flows can be computed without the need to solve 
matching problems. According to several authors the 
determination of the motion field has been considered 
as an underconstrained problem, because it is assumed 
that from a sequence of time-varying images only the 
component of the motion field along the spatial 
gradient of the image brightness pattern can be 
recovered. This fact is known as the aperture problem 
(Ullmann 1979; Marr 1982; Hildreth 1984a, b). Fur- 
ther assumptions for the recovering of the component 
orthogonal to the spatial gradient have been intro- 
duced (Horn and Schunck 1981; Hildreth 1984a, b). In 
this paper it is shown that the aperture problem does 
not really exist, since a dense, smooth optical flow can 
be computed, using a local algorithm. The aperture 
problem arises only in special cases, when the determi- 
nant of the Hessian of the image brightness is equal to 
zero. This conclusion has also been reached indepen- 
dently by another group (Reichardt et al. 1988) in a 
rather different context. The algorithm which com- 
putes the optical flow is very simple, fully parallel- 
izable, and uses second order spatial and temporal 
derivatives of the image brightness pattern. It is worth 
pointing out that the use of second order derivatives 
has already been proposed by several authors (Haral- 
ick and Lee 1983; Nagel 1983, 1986, 1987; Tretiack and 
Pastor 1984), although with different results. The 
recovery of 3D motion parameters, like time-to-crash 
for translation and angular velocity for rotation, from 
sequences of real images, is presented and discussed. 
Accuracy in the estimate of 3D motion parameters is 
usually within a relative error of a few percent. The 
main conclusion of the paper complements nicely 
recent results obtained on the so-called correlation 
type of motion detectors which have been originally 
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derived from experiments on motion vision in insects 
(Reichardt et al. 1988). 

2 T h e  Aperture  P r o b l e m  Revis i ted  

Let us first revisit the aperture problem. We will prove 
that, at least in simple cases, the aperture problem can 
be avoided. We also show that it is almost always 
possible to recover a smooth, dense optical flow which 
is not plagued by the aperture problem and which is 
very similar to the true 2D motion field. The starting 
point for the general case is a vector identity, which 
holds true on the whole image plane and links second 
order derivatives of the image brightness pattern with 
the motion field and its first order spatial derivatives. 

2.1 The  Problem 

It is well-known that when observing a straight moving 
edge through a very narrow aperture only the compo- 
nent of the motion field orthogonal to the edge itself 
can be computed (Ullmann 1979; Mart 1982; Hildreth 
1984a, b). This fact, known as the aperture problem, 
has an analytical counterpart. Let E = E(x, y, t) be the 
image brightness pattern at time t at the location (x, y) 
in the image plane and v=(Vx(X,y , t ) ,  vy(x,y,t)) the 
motion field at the location (x, y) at time t in a suitable 
system of coordinates fixed in the image plane. It has 
been proposed (Horn and Schunk 1981) that the image 
brightness changes over time so that its total derivative 
- that is, the temporal derivative along the trajectory 
on the image plane - vanishes, that is 

dE 
- -  = 0 .  (1)  
dt 

Equation (1), usually called brightness constancy 
equation, can be rewritten as 

OE 
r E .  v + ~ ?  = 0 ,  (2) 

where V is the spatial gradient over the image plane. 
Equation (1) in general, is not exactly satisfied, apart 
from in very special cases. However, it has been shown 
that for sufficiently textured objects, (1) is approxi- 
mately true for a large class of reflectance functions 
(Verri and Poggio 1987). In what follows, therefore, we 
will assume that (1) holds exactly. The validity of this 
assumption will be checked experimentally, recovering 
3D motion parameters already known. 

Clearly, any approach for recovering the motion 
field which assumes (1) as the only constraint for the 
image changing brightness, has to solve an under- 
constrained problem (one equation for two unknowns) 
yelding the aperture problem. To retrieve the missing 
component, regularizing techniques which lead to the 

definition of suitable a priori constraints can be used 
(Horn and Schunck 1981 ; Hildreth 1984a, b; Bertero et 
al. 1988). 

2.2 The  Analytical Solution to a Simple Case 

Let us consider other plausible equations for the image 
brightness pattern, besides (1). If E = E ( x , y , t )  is the 
image brightness pattern associated with a lambertian, 
planar patch which translates parallel to the image 
plane under uniform illumination at constant velocity 
v--(vx, vr), then it is easy to verify that the following 
linear identities for v hold 

OE OE OE 
O t - V= Oxx ' V y -@y (3) 

t~2 E 632E O2 E 

~xOt - Vx Ox ~ - v, ~ff~y 
(4) 

~2 E 82E ~2 E 
OyOt = -- vx ~ -- vy ~ y 2  " (5) 

Since the partial derivatives of the image brightness 
can be computed explicitly, identities (3), (4), and (5) 
can be read as algebraic equations for v (see also 
Haralick and Lee 1983; Nagel 1983, 1986, 1987; 
Tretiack and Pastor 1984). Identity (3) is the bright- 
ness constancy equation, while identities (4) and (5) 
can be written in a more compact form as 

H v  = - VE,, (6) 

where H is the Hessian (with respect to the spatial 
coordinates) of the image brightness pattern and the 
subscript t denotes the partial temporal derivative. 
Equation (6) can be rewritten as 

d 
dt  VE = 0. (7) 

Equation (7) says that the gradient of the image 
brightness is stationary over time. Clearly, v can be 
recovered from the vector Eq. (6) anywhere on the 
image plane, apart from the locations where DetH, 
determinant of H, vanishes. It is worth noticing that (3), 
coupled with either (4) or (5), would also lead to the 
same solution for v. Even if the choice of the two 
equations to solve between (3), (4), and (5) is essentially 
a matter of taste, for the sake of symmetry the pair of(4) 
and (5) are probably better. From (6) we obtain a good 
mathematical statement of the aperture problem. The 
optical flow v cannot be recovered when DetH van- 
ishes, which is the case when a long straight moving 
edge is observed through a narrow aperture. When 
DetH is different from zero, v can be recovered from 
(6) and the aperture problem does not arise (Reichardt 
et al. 1988). 



2.3 The General Case 

In more general cases, (6) does not necessarily hold. Let 
us first derive the general equation of which (6) is a 
particular instance. Consider the identity, which holds 
true in the image plane 

V dE d 
dt dt VE=MrVE' (8) 

where M r is the transpose of the 2 x 2 matrix 

Ox c3y } 
M =  Ov r 0v r . (9) 

\ Oxx Oy / 

Identity (8), which can be derived computing the 
commutator of V and d/dt, can be rewritten as 

dE 
Hv = -- VE, + V ~-{ - M r V E .  (10) 

Assuming (1), (10) becomes 

Hv = - VE~-- MrVE. (11) 

From (11) - which plays a crucial role in our approach 
- it follows that (6) holds where M vanishes. This is the 
case of the planar patch which has been considered 
previously. In the general case, however, (6) can be 
considered approximately correct if 

a @ 1, (12) 

where 

A = IIMrVEII/I[ 17E, II. (13) 

Locations where the condition (12) is not satisfied can 
be produced easily (for example, at occluding bound- 
aries), but experience has shown that almost every- 
where A ~ I  holds (see Sect. 4 for quantitative 
estimates). 

3 Computing the Optical Flow 

In this section we briefly describe an algorithm which 
computes the optical flow over the image plane with 
the exception where DetH vanishes. In essence, the 
obtained optical flow is the vector field v solution to (6). 

It is assumed that (6) holds everywhere over the 
image plane. Using this and the image brightness of a 
sequence of time-varying images, the optical flow can 
be computed through the following steps: 

i) second derivatives which appear in (6) are 
computed at every location; 

ii) the linear system of (6) is solved for v. 
Some remarks are needed. The computation of 

spatial and temporal derivatives requires a previous 
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regularization of data, since differentiation is an ill- 
posed problem (Poggio et al. 1985; Bertero et al. 1988). 
Thus, image sequences have been convolved with 
appropriate spatial and temporal filters (e. g. gaussian 
functions). Estimates of each component of the optical 
flow larger than a certain threshold have been satu- 
rated according to the threshold itself. 

4 Experimental Results 

Let us present some experimental results about the 
computation of the optical flow using the algorithm 
described in Sect. 3. Results on sequences of pure 
translation, pure rotation, and relative motion are 
presented separately. 

4.1 Pure Translation 

Figure 1A shows a printed board which is translating 
at constant velocity T toward the camera. Therefore, a 
focus of expansion, Pr, is expected to be visible in the 
image plane. Pr is the image point of the intersection 
between the surface of the moving object with the line 
parallel to T through the center of projection. The 
direction of the 3D motion can be recovered from the 
position of Pr on the image plane. 

Figure 1B shows the optical flow obtained by 
means of the method introduced in Sect. 3 for the third 
frame of the sequence of Fig. IA. It is clear that the 
optical flow shown in Fig. 1B is not plagued by the 
aperture problem and that the direction of the appar- 
ent motion in the image plane is correct. The obtained 
optical flow, however, is rather noisy and is still not 
appropriate for later processing, such as locating the 
focus of expansion and detecting its local structure, 
which is sufficient to reconstruct 3D motion according 
to the approach outlined by Verri et al. (Verri et al. 
1988). Moreover, the optical flow is not sufficiently 
regular to estimate the displacement on the image 
plane of features which we want to track. Therefore, 
two different regularizing techniques have been 
implemented: 

1) the first technique (TR1) consists in an appro- 
priate subsampling of the original optical flow in which 
unreliable vectors are eliminated (see legend of Fig. 1 
for further details). This procedure is adequate in 
preserving the direction and amplitude of the optical 
flow; 

2) the second technique (TR2) is simply a smoo- 
thing of the optical flow, obtained with the convolution 
of both of its components with a symmetric gaussian 
filter. 

The optical flow in Fig. 1B when appropriately 
subsampled becomes the flow shown in Fig. 1C; when 
it is smoothed it becomes the flow shown in Fig. 1D. 
The optical flows of Fig. 1 appear at a first sight to be 



correct but it is useful to make  more  r igorous tests on 
their adequacy.  Firstly, they have been obtained under  
the assumpt ion that  A ~ 1 which is not  necessarily 
correct. In  Fig. 2A we reproduce the distr ibution of  the 
value of  A at each pixel over the entire image. Fig. 2B 
reproduces similar results obta ined for 9 subregions of  
the image. It is evident that, uniformly over the entire 
image, for about  70% of pixels the value of  A is less 
than 0.1. The analysis of  the data  shown in Fig. 2 
indicates that (6), a l though not  r igorously true, is a 
reasonable assumption.  A further test of  the adequacy  
of  the proposed  algori thm is the compar i son  of  the 
estimated t ime-to-crash r - that  is, the time which 
elapses before collision with the image plane - with the 
t ime-to-crash which can be measured by direct means. 
The degree of  smoothness  of  the optical flow obtained 
by means of  T R 2  (see Fig. 1D) is very high and 
adequate  for the detection and the local analysis of  the 
focus of  expansion PT of  the flow. The focus of  
expansion PT has been located as the point  where flow 
trajectories stop. It can be shown that, if a singular 
point  P is a focus, then z is the ratio between the length 
of  each vector and the distance of  the application point  
of  the vector f rom P (Verri et al. 1988) or  more  precisely 

z = 1/;t, (14) 

where 2 is the eigenvalue of  multiplicity 2 of  the matrix 
M evaluated at PT. In the optical flow of  Fig. 1D, z has 
been estimated over a ne ighborhood  containing a 
hundred  (10 x 10) flow vectors. Indeed, it was found to 
be nearly constant  (mean s tandard  deviation 2.8) and 
equal to 28.9 time steps, which is in a very good  
agreement  with the true value of  31,1 unit time 
measured by direct means. The reason for the use of  

Fig. 1. A Four frames (256 x 256 pixels) of a sequence of a printed 
board which translates toward the camera (from the upper left- 
hand side to the lower right-hand side). The camera is a PULNIX 
TM46 and the acquisition system consists of the Imaging 
Technology board FG100. B The optical flow of the third frame 
of the sequence of A. The optical flow is computed by means of 
the method described in Sect. 3 with the following parameters: 
standard deviation of the gaussian used as spatial filter = 5 pixels; 
standard deviation of the gaussian used as temporal filter= 1 
time unit; threshold (maximum speed along each coordinate 
axis) = 20 pixel/frame. C The same optical flow of B which has 
been regularized using a subsampling procedure (TRt). The 
image plane is first divided into non-overlapping squares of n • n 
pixels. In each square, n estimates of the optical flow for which 
(12) is best satisfied are selected. Finally, to ensure stability on the 
data, the estimate corresponding to the smallest conditioning 
number associated with the linear system of (6) (Bertero et al. 
1988) is chosen as representative of the motion field for the whole 
square. In C a value for n equal to 8 was used. D The same optical 
flow of B processed according to TR2. The gaussian filter used in 
the convolution required by TR2 has standard deviation = 8 
pixels 
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Fig.  2 A  and B. Percentage of pixels on the image plane where (6) is 
approximately correct. The correctness of (6) is measured by 
A= IIMTVEll/IIIZE, II. At the locations where A=0 ,  (6) holds 
exactly. A Distribution of number  of pixels at which m- 0.05 < A 
< ( m +  1). 0.05, m=0 ,  ..., 19 over the whole image plane. All the 
pixels at which A > 1 have been grouped as if 0 .95<A < 1. 
B Distribution of number  of pixels at which m-0 .05<A 
<( re+ l ) -0 .05 ,  m = 0  ... . .  19 over each of the nine squares in 
which the image plane has been parti t ioned (the position of each 
square in the graph corresponds naturally to the position of each 
of the squares in which the image plane has been divided) 
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Fig. 3. A Four  frames of a street intersection in Genoa. The 
sequence which has been grabbed in real time has been kindly 
provided by Prof. G. Sandini and V.D.S. B The optical flow 
obtained by means of the method of Sect. 3 for the third frame of 
A. Processing as in legend of Fig. 1C. C The same optical flow of 
B at a different scale to enhance slower motion. For  a better 
visualization longer vectors have not  been drawn 
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unit time steps is that the sequence has been taken by 
moving the board a fixed distance from one image to 
the next. The difference between the estimated and the 
true value may be explained observing that the convo- 
lution step averages blindly over flow vectors of 
various degrees of accuracy. 

Let us now consider a different case of trans- 
lation. Figure 3A shows four frames of a street 
scene where several cars and vans are moving at 
different speed. Since the directions of translation are 
almost parallel to the image plane, we do not expect to 
find foci of expansion in the optical flow. Therefore, the 
optical flows shown in Fig. 3B and C have been 
computed by means of TR1, since a precise estimate of 
feature displacement is clearly more useful than a 
qualitative study of the flow field. In order to detect 
slower motion, the vectors of Fig. 3C have been 
magnified and for a better visualization the vectors 
associated with the fast van have not been drawn in 
Fig. 3C. It is evident that the algorithm is able to detect 
the fast motion of the van and the slower motions of the 
car and of the second van. The amplitude of the 
estimated motion in terms of pixel per frame is in 
agreement with the displacements which can be 
measured by a direct inspection of frames. This is not 
surprising since this example seems very similar to the 
case which we were able to deal with analytically in 
Sect. 2. 

4.2 Pure Rotation 

Figure 4A shows four frames of a box rotating on a 
fixed plane around an axis which goes through the box. 
The motion field is expected to have one singular point, 
PR, which is the image point of the intersection I 
between the rotation axis and the upper face of the box. 
Theoretical analysis (Verri et al. 1988) shows that since 
the tangent plane to the box at I is orthogonal to the 
rotation axis, Pg is a center (a flow in the neighborhood 
of a center consists of closed orbits which include the 
point itself (Hirsch and Smale 1974)). The optical flows 
computed from (6) and using TR1 and TR2 are shown 
in Fig. 4B and C respectively. It is evident that the 
singular point of the flow of Fig. 4C is similar to a 
center, in agreement with the behaviour of the true 2D 
motion field. F rom the optical flow of Fig. 4C the 
angular velocity 0) can be estimated in the neighbor- 
hood of PR by the formula (Verri et al. 1988) 

0)2 = Det Mlp R , (15) 

where the singular point has been located as in the case 
of translation and classified as a center on the basis of 
the eigenvalues of Mlp R (which have been computed 
directly from flow estimates in the neighborhood of 
Pg). The agreement between the estimated 0) (4.6 ~ per 
frame) and the true 0) (5.0 ~ per frame) is within 10%. 

Fig. 4. A Four frames of a sequence of a rotating cube. B The 
optical flow obtained by means of the method of Sect. 3 for the 
third frame of A. Processing as in legend of Fig. lB. The 
regularizing technique TR1 has been applied with n = 8. C The 
optical flow computed with the same parameters as above. The 
regularizing technique TR2 has been used. The gaussian filter 
required by TR2 has standard deviation = 8 



Fig. 5. A Four frames of a rotating printed board. B The optical 
flow computed by means of the method described in Sect. 3 with 
the following parameters: standard deviation of the gaussian 
used as spatial filter = 3; standard deviation of the gaussian used 
as temporal filter= 1; threshold (maximum speed along each 
coordinate axis)=20 pixel/frame. The regularizing technique 
TR2 has been used. The gaussian filter required by TR2 has 
standard deviation = 8 

Let us now consider the sequences of Fig. 5A where 
a printed board is rotating around a fixed axis. In this 
case, the motion field is expected to have a singular 
point PR at the image point of the intersection between 
the rotation axis and the printed board. Given the 
relative position and orientation of the printed board 
with respect to the rotation axis and the position of the 
camera, the singular point PR of the true 2D motion 
field must be a saddle point (Verri et al. 1988) (a 
singular point PR is a saddle when, in the neighbor- 
hood of PR, there exist only two trajectories which go 
asymptotically toward PR (Hirsch and Smale 1974)). 
Figure 5B shows the optical flow obtained from (6) 
after a convolution with a gaussian function. The fact 
that the obtained optical flow has a saddle point, as 
required by the true 2D motion field, is highly satis- 
factory. This saddle point has been indicated by the 
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arrow in Fig. 5B. This agreement between the com- 
puted optical flow and the true 2D motion field is a 
further test of the adequacy of the proposed method for 
the computation of the optical flow. 

4.3 Relative Motion 

A major aim of the analysis of time-varying sequences 
of images is the detection of motion discontinuities and 
the segmentation of the scene in different objects. We 
now show that the proposed algorithm is able to detect 
motion discontinuities. Figure 6A shows four frames of 
a sequence where the camera is moving toward the wall 
and the box toward the camera. The optical flow 
obtained solving (6) and subsampled according to the 
procedure TR1 is shown in Fig. 6B. The obtained flow 
presents a discontinuity, indicated by the straight line, 
at the location of the right, vertical occluding bound- 
ary of the box. Near the remaining occluding bound- 
aries the flow fields associated with the two indepen- 
dent translations have the same direction and we do not 
expect motion discontinuities. The motion discontinu- 
ity is reasonably well preserved by the subsampling 
technique used to regularize the raw optical flow. When 
the original optical flow is smoothed by the convo- 
lution with a gaussian filter a saddle point, indicated by 
the arrow, appears (as shown in Fig. 6C). Indeed, the 
presence of a saddle point in between the two loci can 
be predicted on the basis of well-known index con- 
straints about the number and the nature of singular 
points of smooth vector fields (Hirsch and Smale 1974). 
This shows that in the presence of motion discontinu- 
ities, when the optical flow is smoothed, spurious 
singular points may appear. These singular points are 
not immediately related to the properties of the 3D 
motion field, but arise because of the geometrical 
properties of the smooth planar flows, and can be 
considered as a marker for motion discontinuities. 

5 Conclusion 

The main conclusion of this paper is that the aperture 
problem does not really exist because a dense, smooth 
optical flow, which is very similar to the true motion 
field, can usually be recovered on a local basis. This 
conclusion has been reached independently by Reich- 
ardt et al. (1988) in an analysis of detection of motion in 
the fly. It is highly satisfactory that the same authors 
have found that the aperture problem exists only when 
DetH is equal to zero. Experiments with translating or 
rotating objects have shown very good qualitative and 
quantitative agreement between the computed optical 
flow and the expected motion field. Motion parameters 
like time-to-crash for translation and angular velocity 
for rotation have been computed from real images by 
using theoretical results on the singular points of the 
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mo t ion  fields, which have been thoroughly  described in 
(Verri et al. 1988). The agreement  between est imated 
3D mot ion  parameters  and  expected values differs by 
only  a few percent. The proposed method  also seems to 
deal ra ther  well with relative mot ion ,  since it is able to 
locate mo t ion  discontinuit ies.  
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Fig. 6. A Four frames of relative motion. The camera is 
translating toward the wall, whilst the box toward the camera. B 
The optical flow computed by means of the method described in 
Sect. 3 with the following parameters: standard deviation of the 
gaussian used as spatial filter=3; standard deviation of the 
gaussian used as temporal filter = 1 ; threshold (maximum speed 
along each coordinate axis)= 20 pixel/frame. The regularizing 
technique TR1 has been applied with n = 8. The dark line marks 
the locations at which there is a discontinuity in the direction of 
the optical flow. C The optical flow computed with the same 
parameters as above but using TR2. The required gaussian filter 
has standard deviation = 8. The black arrow points to the saddle 
point which lies in between the two foci of expansion at a location 
corresponding to the discontinuity of the true motion field 
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