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Abstract—Glyphs are a powerful tool for visualizing second-order tensors in a variety of scientific data as they allow to encode physical behavior in geometric properties. Most existing techniques focus on symmetric tensors and exclude non-symmetric tensors where the eigenvectors can be non-orthogonal or complex. We present a new construction of 2d and 3d tensor glyphs based on piecewise rational curves and surfaces with the following properties: invariance to (a) isometries and (b) scaling, (c) direct encoding of all real eigenvalues and eigenvectors, (d) one-to-one relation between the tensors and glyphs, (e) glyph continuity under changing the tensor. We apply the glyphs to visualize the Jacobian matrix fields of a number of 2d and 3d vector fields.
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1 INTRODUCTION

Glyphs are omnipresent in Scientific Visualization. Whenever multidimensional information is to be visualized at a certain location in data space or screen space, glyphs are the standard choice. For multidimensional data of a certain type, there is generally not one best glyph. Rather a number of design decisions are possible that are based on either general or application specific design rules [1].

In this paper, we search for glyphs for general second-order tensors in 2d and 3d, i.e., tensors that are not necessarily symmetric. Such tensors appear in a variety of applications, e.g., in computational fluid dynamics and flow visualization as the Jacobian matrix of velocity fields or as stress tensors in mechanical engineering. General second-order tensors are considered as general matrices in $\mathbb{R}^{2\times2}$ or $\mathbb{R}^{3\times3}$ without constraints like symmetry, i.e., the space of all such tensors has 4 or 9 dimensions, respectively.

2 A WISH LIST OF Glyph PROPERTIES

Meaningful glyphs for general second-order tensors must satisfy a number of requirements. In this section, we collect and motivate desired properties of glyphs. Let $\mathbf{J}$ be a general 2d or 3d tensor represented by a – not necessarily symmetric – matrix, and let $G(\mathbf{J})$ be its corresponding glyph. We stick to the interpretation of a tensor as the Jacobian of a vector field and thus use the symbol $\mathbf{J}$ throughout the paper. Nevertheless, the proposed properties are general and apply to any interpretation or application of tensors.

(a) Invariance under isometric domain transformation. Let $\mathbf{Q}$ denote an isometric map, e.g., rotation or reflection, as an orthogonal matrix. Then the domain transformation of the tensor should result in the same transformation of the glyph.

$$G(\mathbf{QJQ}^T) = \mathbf{Q}G(\mathbf{J}) \quad (1)$$

(b) Scaling invariance. A uniform scaling of the tensor should result in the same scaling of the glyph, i.e., for any $s > 0 \in \mathbb{R}$

$$G(s\mathbf{J}) = sG(\mathbf{J}).$$

(c) Direct encoding of real eigenvalues and eigenvectors. If $\mathbf{J}$ has real eigenvalues and eigenvectors, they should be directly visible in the glyph. This is justified by the fact that the eigenvalues and eigenvectors capture all information of the tensor. If they are all real-valued, they provide geometric information that is suitable for direct visualization: direction of eigenvectors and magnitude of eigenvalues. This is the case for symmetric tensors with orthogonal eigenvectors and also for a class of non-symmetric tensors with real-valued but non-orthogonal eigenvectors.

(d) Uniqueness. Obviously, a tensor $\mathbf{J}$ should result in a unique glyph. We also demand the reverse: a glyph should have a unique tensor. For any two tensors $\mathbf{J}_1, \mathbf{J}_2$ we demand

$$\mathbf{J}_1 \neq \mathbf{J}_2 \Rightarrow G(\mathbf{J}_1) \neq G(\mathbf{J}_2). \quad (2)$$

We introduce weak uniqueness that requires (2) only for tensors of full rank, i.e., for two lower-rank tensors may “share” the same glyph.

(e) Continuity. Continuous changes of the tensor must result in continuous changes of the glyph. In particular, there should be no instantaneous change of the glyph appearance for a small change of the tensor. This includes the transition from positive to negative determinant, from orthogonal to non-orthogonal real eigenvectors, from distinct to multiple eigenvalues, and from real to complex eigenvalues.

$$\mathbf{J}_1 \approx \mathbf{J}_2 \Rightarrow G(\mathbf{J}_1) \approx G(\mathbf{J}_2).$$

We remark that requirements (a),(b),(d),(e) are identical to the conditions formulated by Schultz and Kindlmann [15] for the special case...
of symmetric tensors, there called symmetry preservation, invariance under scaling, disambiguity, and continuity. They additionally demand a property called invariance under eigenplane projections. This property is not well-defined for general tensors as the eigenplanes may not be perpendicular or not even real at all. We replace their property by (c) which is stronger in some sense: it generalizes explicitly to the case of real but non-orthogonal eigenvectors, and it makes no assertion for the complex case.

3 RELATED WORK

Most glyphs proposed in the literature are exclusively constructed for symmetric tensors. And among these, the majority is devoted to positive definite tensors. Rather than giving a complete review of these special cases, we mention two representative approaches: Kindlmann’s superquadric tensor glyphs [8] for positive definite tensors, and Schultz’ and Kindlmann’s superquadric glyphs for general symmetric tensors [15]. We refer to the latter (and the references therein) for an in-depth discussion of the symmetric case. In a recent paper, Seltzer and Kindlmann [16] design glyphs for asymmetric second-order 2d tensors. We discuss and compare to this work in section 9.4.

There are a few glyph techniques for non-symmetric tensors, that originate either from flow visualization (for visualizing the Jacobian of a flow field) or from mechanical engineering. A straightforward approach is to decompose a non-symmetric tensor $J$ into a sum of the symmetric part $\frac{1}{2}(J + J^T)$ and the antisymmetric part $\frac{1}{2}(J - J^T)$. Then the symmetric part can be visualized by glyphs for symmetric tensors, and the antisymmetric part can be encoded and visualized as a vector. This way, however, the information about the eigenvalues and eigenvectors of the original tensor $J$ is lost, and no direct encoding of this information is possible as required by (c).

In flow visualization, Globus et al. [6] propose to represent tensors with real eigenvalues by ellipsoids. Their approach does not consider complex eigenvalues, nor does it provide uniqueness thus lacking requirement (d). De Leeuw and van Wijk [3] propose a glyph that, among others, contains derived values from the Jacobian, where the eigenvalues of the Jacobian are not directly encoded, and thus lacking (c). Theisel et al. [19] propose a glyph that lacks uniqueness (c). Palke et al. [13] use glyphs for asymmetric tensors with complex eigenvalues. Their approach does not cover the complete space of 2d tensors, and they do not provide an extension to 3d. Zhang et al. [20] introduce the eigenvector manifold and visualize the 2d eigenvectors as line segments. This way, discontinuities can occur whenever eigenvectors are not well defined due to equal eigenvalues. Further approaches to visualizing non-symmetric tensors include [4, 11, 12]. None of these provides glyphs for the complete space of non-symmetric tensors.

In mechanical engineering, there exist several approaches to visualizing stress tensors [10]. Mohr’s circles [2] visualize only eigenvalues, and are therefore lacking invariance to domain rotations (a). Haber glyphs [7] consist of an ellipsoid and a rod for the eigenvectors. The glyphs are continuous (lacking (e)) when the eigenvectors are not well-defined.

The following table gives an overview of existing work on 3d general tensor glyphs. Existing techniques are evaluated with respect to satisfying conditions (a)-(e) from section 2. In addition, the column (f) indicates if the technique is general, i.e., not restricted to symmetric tensors.

<table>
<thead>
<tr>
<th>method / satisfies</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kindlmann and Schultz [8, 15]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>tensor decomposition</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Globus et al. [6]</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Theisel et al. [19]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Mohr’s circle [2]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Haber glyph [7]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>this paper</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

We conclude this review with the statement that we are not aware of a glyph for general tensors -- neither 2d nor 3d -- that fulfills all conditions (a)-(e).

4 PRELIMINARIES AND NOTATION

Prior to the construction of glyphs we review some auxiliary concepts and notation. Given is a tensor $J \in \mathbb{R}^{n \times n}$ for $n = 2, 3$.

Factorizations. We make use of the following matrix factorizations (see, e.g., [17]). The spectral decomposition $J = XX^{-1}$ yields the eigenvectors $X_i$ as columns of $X$ and the eigenvalues $\lambda_i$ as entries of the diagonal matrix $A$. For symmetric $J = J^T$ the eigenvalues $\lambda_i$ are real, and eigenvectors are orthogonal, i.e., $X^T = X^{-1}$. For non-symmetric tensors, the eigenvectors are no longer orthogonal, and eigenvalues and eigenvectors may no longer be real. The singular value decomposition (SVD) $J = U \Sigma V^T$ yields the orthogonal matrices $U$, $V$ and the diagonal matrix $\Sigma$ with real, non-negative entries $\sigma_i$, the singular values $\sigma_1 \geq \sigma_2 \geq \ldots$.

The SVD can be used to construct the polar decomposition

$$J = (UV^T)(\Sigma V^T) = QH,$$

which factors an isometry represented as the orthogonal matrix $Q$ and scaling/shear as the symmetric, positive definite matrix $H$ with $\lambda_i(H) = \sigma_i(J)$. $Q$ is a rotation matrix if $\det(Q) = +1$. In $\mathbb{R}^2$, a rotation matrix $Q$ can be parametrized by an angle $\gamma$, which is given by $\tan \gamma = Q_{21}/Q_{11}$.

Isometry invariant tensors. Assume the tensor $J$ represents the Jacobian matrix of a w.l.o.g. linear vector field. Then for any domain point $x$ the vector $v = v(x)$ is given as $v = Jx$. For a generalization, we may interpret the rotation to a linear vector field as a local analysis using a Taylor expansion.

Given is an orthogonal matrix $Q$ that represents an isometric map, e.g., a rotation. Then an isometric map of the domain $Q^T x$ determines an isometry of the vector field. We consider

$$v' = v'(x) = Q v(Q^T x) = Q J Q^T x = J' x ,$$

define $J' = Q J Q^T$ as a (domain) isometry of the tensor $J$. We call a tensor invariant to isometry iff $J' = J$.

(\(\gamma, \tau\))-parametrization of tensors. Theisel and Weinkauf [18] parameterize a subspace of 2d tensors $T$ using two scalar parameters $\gamma$ and $\tau$ such that using polar decomposition

$$T = QH = \left( \begin{array}{c} \cos \gamma & -\sin \gamma \\ \sin \gamma & \cos \gamma \end{array} \right) \left( \begin{array}{c} 1 \\ \sigma_1 \end{array} \right),$$

i.e., the spectral norm of $T$ is constrained to $||T||_2 = \sigma_1(T) = 1$, and there is no orthogonal transform in $H$ (i.e., the right singular vectors $V = 1$), which can be interpreted as “factoring out” domain rotations. The parameter $\gamma \in [0, 2\pi]$ determines rotation, and the parameter $\gamma \in [0, 1]$ determines $T$’s smaller singular value $\sigma_2 = \frac{1 - \sqrt{1 - 4r^2}}{2r} \in [-1, 1]$. Here, $\sigma_2$ is exceptionally equipped with a sign, which expresses the sign of the determinant $\sigma_2 = \det(J)$. This subspace suffices to study and describe all classes of 2d tensors. And conversely, arbitrary tensors $J$ can be mapped to the $(\gamma, \tau)$-plane using polar decomposition and $r = \frac{1}{2} + \frac{1}{2} \det(J)/||J||_2^2 = \frac{1}{2} + \frac{\det(J)}{\sigma_1 \sigma_2}$, where $||J||_2^2$ denotes the Frobenius norm.

Theisel and Weinkauf use the $(\gamma, \tau)$-parametrization for designing a distance metric on tensors. We utilize the following properties throughout the paper: Given is a tensor $J$ and its mapping to the $(\gamma, \tau)$-plane. Then the following statements hold [18].

(i) Let $r^* = \frac{1}{1 + \sin^2 \gamma}$. Then $r^* \geq \frac{1}{2}$, and $J$ has eigenvalues

$$\lambda_1 \neq \lambda_2 \in \mathbb{R} \quad \text{for } r < r^*$$

$$\lambda_1 = \lambda_2 \in \mathbb{R} \quad \text{for } r = r^* \ ,$$

$$\lambda_1 = \lambda_2 \in \mathbb{C} \quad \text{else}$$

(ii) $\det(J) = \lambda_1 \lambda_2$

$$= 0 \quad \text{for } r = \frac{1}{2}$$

$$> 0 \quad \text{else}$$
Notation. In the remainder of the paper, \( U, V, Q \) denote orthogonal matrices – \( U, V \) are singular vectors from SVD, and \( Q \) denotes a general an isometric transform, the factor from polar decomposition or a 2d rotation matrix \( Q(\gamma) \) – and \( \Lambda, \Sigma \) are diagonal matrices with eigenvalues \( \lambda \) and non-negative singular values \( \sigma \) as usual in descending order. \( X \) denotes a matrix that has unit-length eigenvectors as columns, and we write \( X_i \) for the \( i \)-th column. The symbols \( \gamma \) and \( r \) refer to the \((\gamma, r)\)-parametrization of 2d tensors. Whenever the context is clear, we omit the explicit reference to the tensor and write, e.g., \( \lambda_i \) or \( \gamma \) instead of \( \lambda_i(\mathbf{J}) \) or \( \gamma(\mathbf{J}) \).

5 Glyphs for 2D Tensors

This section presents the construction of glyphs for 2d tensors that meets all requirements (a)-(e) postulated in section 2. For the sake of a concise and focused presentation, some details (e.g., geometric primitives) are reviewed in the Appendix.

5.1 Preliminary Consideration

We start with a general observation that strongly influences the glyph design.

**Proposition 5.1.** It is impossible to use only shape for defining a glyph that satisfies conditions (a)-(e). At least one more continuous value has to be encoded in a channel different from shape.

**Proof.** Consider tensors \( \mathbf{J} \) that are constant under domain rotation, i.e.,

\[
\mathbf{Q} \mathbf{J} \mathbf{Q}^T = \mathbf{J}
\]

for any rotation matrix \( \mathbf{Q}(\gamma) \). Choose two such tensors of equal scale (norm) \( \mathbf{J}_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \) and \( \mathbf{J}_2 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \). Then (1) and (3) require that \( \mathbf{Q} \mathbf{G}(\mathbf{J}_1) = \mathbf{G}(\mathbf{J}_2) \mathbf{Q} \mathbf{G}(\mathbf{J}_1) = \mathbf{G}(\mathbf{J}_2) \), i.e., an arbitrary rotation of the glyph gives the same glyph. The only shape that fulfills this requirement is the circle. Hence, both the glyph gives the same glyph. The only shape that fulfills this requirement is the circle. Hence, both...
We start with a general observation that strongly influences the glyph weights. This section presents the construction of glyphs for 2d tensors that are scaled by the scaled eigenvectors (or left singular vectors if the eigenvalues are equal). For a saddle configuration, the center control points, e.g., $b_1$, of the original characteristic ellipse configuration (dashed) are moved “beyond” $\frac{1}{2}(b_0 + b_2)$ towards the origin to obtain a concave shape (solid). For a positive definite tensor, we introduce sharp bends to indicate the directions of the eigenvectors. The center control points are moved closer towards $\frac{1}{2}(b_0 + b_2)$.

5.2 Shape

\[ \gamma = \frac{\pi}{2} + \alpha \quad \text{and} \quad \gamma = \frac{\pi}{2} - \alpha , \]  

that are color-coded as described above. The inner circles in figure 3 show the two colors for the respective points in $(\gamma, r)$-space.

In addition, a partition of the glyph’s geometry is required. Let $f_i(t) : [0, 1] \rightarrow \mathbb{R}^2$, $i = 0, \ldots, 3$, denote the four rational pieces that define the boundary of the glyph. With a circular shift of the “global” parametrization by $1/2$ we obtain

\[ g_i(t) = \begin{cases} f_i(t + 1/2) & \text{for } t \leq 1/2 \\ f_{i+1 \mod 4}(t - 1/2) & \text{for } t > 1/2 \end{cases} , \]

such that each image of $g_i(t) : [0, 1] \rightarrow \mathbb{R}^2$ consists of two half-arcs that indicate the direction of an eigenvector. This partitions the glyph symmetrically into four patches. Figure 6 shows different shapes and colors in the $(\gamma,r)$-plane.

6 Glyphs for 3D Tensors

We utilize the 2d construction and in particular the $(\gamma, r)$ parametrization as much as possible the 3d setting for general tensors $J \in \mathbb{R}^{3 \times 3}$. This leads to two cases depending on the configuration of eigenvalues and eigenvectors: In the first case there is one distinct pair of eigenvalues either having the opposite sign to the third one or being complex conjugates. In this case, the distinct pair of eigenvectors (for real eigenvalues) or left singular vectors (for complex eigenvalues) span a uniquely defined base plane. In the second case, no distinctive eigenvectors exist because all three eigenvalues are real and positive (or all three are real and negative). For both cases, we discuss first shape and then color of the glyph.

6.1 Case 1: A well-defined base plane exists.

Shape. A well-defined base plane exists, if either all eigenvalues are real and one differs in sign, or if two eigenvalues are complex conjugates. In the first case (“saddle”), the plane is spanned by the eigenvectors corresponding to the two eigenvalues with same sign. In the second case (“swirling”), the plane is spanned by the left singular vectors. It is straightforward, to extend the condition to eigenvalues equal to zero, which require the usual “numerical caution” when dealing with near zero values.

We construct the shape from eight triangular patches. One of them is shown in figure 4a. Suppose that $x_1$ and $x_2$ are the scaled eigenvectors spanning the base plane, and $x_3$ is the remaining scaled eigenvector. Then the intersection of the desired patch with the base plane is exactly the solution of the 2d glyph in the base plane. Furthermore, we use the information from the base plane as well as the ratio between the associated eigenvalues and the remaining eigenvalue to determine the shape outside the base plane. We describe the patch as a rational bi-quadratic patch $f(u, v)$ with a degeneracy, i.e., an undefined normal, at $x_1$, where the parameters $w_{12}, \mu_{12}$ and $\nu_{12}$ (see figure 4b) are determined as follows. $w_{12}$ and $\mu_{12}$ are chosen such that we get the 2d glyph in the base plane: $\mu_{12}$ is obtained similarly to (5), and $w_{12}$ is obtained similarly to (6). The remaining $\nu_{12}$ determines the global convexity/concavity of the shape and is chosen as

\[ \lambda_{12} = \frac{\lambda_1 + \lambda_2}{2} , \quad \nu_{12} = \frac{1}{2} - \frac{1}{2} \text{sgn}(\lambda_{12} \lambda_3) \left( \cos \gamma \left( \frac{2\lambda_{12} \lambda_3}{\lambda_{12}^2 + \lambda_3^2} \right)^n \right) \]

where $\gamma$ is from the $(\gamma, r)$ parametrization of the projection of $J$ into the base plane, and the exponent $n$ controls “sharpness” of the shape near discontinuities. This patch construction is repeated eight times for each combination of $\pm x_1$ as patch corners to obtain the entire shape. The resulting patches have the following properties.
Details of the patch construction are reviewed in the Appendix.

**Color.** The glyph consists of the following colors: Close to the base plane, we color code the γ value of the 2d case in the projection into the base plane. Note that depending on the side of the base plane, this requires two different colors. If from one side the γ is encoded, the view from the other side must encode −γ. For the coloring of the regions close to x₁ a binary choice is sufficient: red for λ₁ > 0, blue else. It remains to define at what γ-value the “hard” transition between the two colors takes place. We choose γ = σ₁ + σ₂, where σ₁ = |Σ(J)| = ||J||₂ is the spectral norm of the projection of J into the base plane. This makes sure that for λ₁ → 0, the color of the whole 3d shape converges to the color of the 2d glyph in the base plane.

6.2 Case 2: There is no unique base plane.

**Shape.** In this case, all pairs of eigenvectors can be chosen equally to span a base plane. This means that depending on the particular choice, we have three different patches for each octant of the shape. We propose to blend patches using a weighted average. For this, two problems have to be solved: (1.) The three patches are given in different parametrization, which prohibits a direct blending. (2.) The blend weights must be chosen to ensure a smooth transition of the shape between case 1 and case 2. To solve the first problem, we apply a non-standard reparametrization of the patch from u,v-coordinates to barycentric coordinates β₁ + β₂ + β₃ = 1, which is detailed in the Appendix.

To address the second problem, the blend weights for patch evaluation are chosen as

\[ W₁ = |(λ₁ - λ₂)(λ₃ - λ₂)λ₁λ₂| \]
\[ W₂ = |(λ₁ - λ₃)(λ₂ - λ₃)λ₂λ₃| \]
\[ W₃ = |(λ₂ - λ₃)(λ₂ - λ₁)λ₃λ₁| \]

This ensures that if, e.g., λ₁ and λ₂ get close to each other, W₁ and W₂ get close to zero, meaning that we have the desired smooth transition between case 1 and case 2. The same desired transition takes place for λ₁ → 0. If all eigenvalues are identical, the patches are also identical, and all weights would equally evaluate to zero and would lead to a degenerate patch. In this case all weights are set to an equal, nonzero value.

**Color.** For color, we use the same weighted average as for shape. For every barycentric coordinate β₁, β₂, β₃ we have a γ value for each patch (either the γ-value of the base plane, or γ = 0 or γ = π towards the patch corner away from the base plane). The three γ-values are averaged by the same blend weights W₁, W₂, W₃. Note that this way, one final patch can consist of up to eight different colors. However, in practice, they can hardly be distinguished: all of them are rather red (for outflow) or rather blue (for inflow). This is desired because in this case all relevant information for uniqueness lies in the shape. We have to apply this seemingly complicated color mapping to ensure continuity between case 1 and case 2.

6.3 Eigensticks

Our 3d construction so far does not ensure uniqueness for the case rank(J) = 2. In this case, no information about the direction of the eigenvector corresponding to the zero eigenvalue is encoded in the glyph. This can be fixed by additionally rendering eigensticks, i.e., carefully scaled real eigenvectors of J as

\[ ± (λ₁ - λ₂)(λ₁ - λ₃)X₁ , \]
\[ ± (λ₂ - λ₁)(λ₂ - λ₃)X₂ , \]
\[ ± (λ₃ - λ₁)(λ₃ - λ₂)X₃ , \]

with Xᵢ denoting the i-th eigenvector. In most cases, eigensticks are rendered inside the shape and therefore not visible. Only in the case of flat shapes, i.e., there is one rather small eigenvalue, they become visible. Figure 5 shows an example. Note that eigensticks also fulfill the continuity condition for coinciding eigenvalues the corresponding eigensticks converge to the zero vector.

7 Results

Figure 6 samples the (γ, r)-plane and show the corresponding glyphs. Figure 7 shows (scaled) glyphs that visualize the Jacobian matrix of a 2d slice of the flow behind a square cylinder. The underlying flow field is visualized by a LIC texture with the superimposed glyphs. The glyphs vary significantly in scale, and there are regions of rapid transition between different glyphs. Two closeups zoom into interesting regions.

Figure 1 shows a selection of different glyphs for 3d tensors together with the eigenvalues in the complex plane. More examples are given in figure 8 which includes two cases with one of the three real eigenvectors getting close to zero: the corresponding glyphs have a flat shape (not seen from the chosen perspective), and the eigensticks become visible and convey the direction of the eigenvector associated with the near-zero eigenvalue.

Figure 9 shows 3d glyphs in the Jacobian field of a flow that stems from a simulation of a Rayleigh-Bénard convection. The underlying flow field is illustrated with few illuminated streamlines.

3d glyphs that close to rank 2 appear flat, which makes it difficult to recognize the direction of the eigenvector corresponding to the near-zero eigenvalue. Eigensticks as described in the previous section 6.3 remedy this deficiency. Figure 5 explicitly compares the same glyph with and without rendering an eigenstick that emphasizes the direction of the eigenvector.

8 How to Read the Glyphs

The glyphs proposed in this paper encode a significant amount of information. Moreover, the requirements (a)-(e) postulated in section 2
We propose to blend patches using a weighted average. For this, two eigenvectors corresponding to the near-zero eigenvalue are encoded in the glyph. This makes sure that for one final patch can consist of up to eight different colors. However, the glyph consists of the following colors: Close to the rank 6.3 Eigensticks.

Fig. 6: Sampling glyphs in the $(\gamma, r)$-plane. The circles on the left figure indicate $r = 1/2$ (zero determinant on the transition between saddle and definite) and $r = 1$ (equal eigenvalues), and the oval shape is the curve $r = r^*$ (equal eigenvectors and eigenvalues on the transition between real and complex). The right figure shows sampled glyphs corresponding to the line segments. Left column: dashed line $(\gamma, r) = (1 - t) (0, 1) + t (\pi/2, 1)$; center column: dotted line $\gamma = \pi/4$; right column: solid line $\gamma \in [0, \pi]$.

Fig. 7: Glyphs visualizing the Jacobian matrix of the flow around a square cylinder with two closeups (rectangles). The underlying LIC image visualizes the flow.

constrain design choices and make the appearance of glyphs different from previous works. In this section, we show that despite this fact the new glyphs are easy to use by providing a few simple rules on how to read the proposed glyphs.

**Shape.** Convex shapes indicate that all real eigenvalues have the same sign or positive determinant, while concave shapes indicate different sign of eigenvalues.

An ellipse in 2d indicates that there are no unique real eigenvectors, for either case of complex or identical real eigenvalues.

An ellipsoid, i.e., a smooth shape without discontinuities, in 3d is only possible as a sphere, i.e., for three identical real eigenvalues (see figure 1, left). Shape discontinuities at sharp corners in 2d and in addition sharp edges in 3d (see figure 1, 2nd left) encode the direction of real eigenvectors for symmetric and asymmetric tensors without rotation.

**Color.** Red indicates positive real eigenvalues, i.e., an outflow, and blue indicates negative real eigenvalues, i.e., an inflow.

Yellow indicates counterclockwise swirling, and green indicates clockwise swirling.

9 Discussion

In this section we verify that the proposed glyphs fulfill the requirements (a)-(e) postulated in section 2, and we discuss our various design decisions.

9.1 Fulfillment of requirements

(a) Invariance under isometric domain transformations. The property holds because all constructions are based on scaled eigenvectors $X \Lambda$ of $J$ (in the real case) or on scaled left singular vectors $U \Sigma$ (in the complex case) and their linear combinations for determining control points. Both, $X$ and $U$ are invariant under isometric domain transformations $Q$, as for $J = X \Lambda X^T = U \Sigma V^T$, $Q J Q^T$ has eigenvectors

\[ \sigma = \frac{\pm 1}{\sqrt{2}} \]
the glyph's shape and color. Hence we do not have uniqueness. The unique visibility of the third eigenvector. In the case of three all eigenvalue, the property follows from the 2d case in the base plane and discontinuities of the glyph's tangent field. Also directly from the construction as all scaled eigenvectors appear and singular vectors give an impression of the flow.

Another special case in 3d is rank $J = 2$, then the glyph is a 2d figure in the plane of the non-zero eigenvectors. In this case, the direction of the eigenvector corresponding to the 0 eigenvalue is not encoded in the glyph's shape and color. Hence we do not have uniqueness. The solution is the optional addition of the eigensticks (section 6.3) that ensures the uniqueness of this case.

A special case in 3d is rank $J = 1$, which gives a stick as glyph. To ensure uniqueness in this case, we additionally have to encode the eigenplane of the zero eigenvalues. Since the space of all possible eigenplanes is two-parametric, it cannot be encoded solely by color, hence, the glyph is not unique in this case. We decided not to introduce additional features to remedy this for the sake of avoiding further visual clutter only for a case of minor practical relevance.

In 3d, the following additional events have to be checked. The first case is the transition from a unique base plane to all positive (or all negative) real eigenvalues: the choice of the blend weights (7) ensures that in the transition event exactly one weight is non-zero, which gives continuity. The other case is the event of equal eigenvalues if all eigenvalues are real and positive/negative: here also only one weight is non-zero, giving continuity.

9.2 A critical review of requirements

The set of requirements determines the glyph design and should be chosen carefully because every desired property constrains the space of admissible glyphs. In the extreme case, this space may even be empty for contradicting requirements. More generally, the imposed conditions may be “too strong” in the sense that the admissible glyphs do not feature an intuitive interpretation anymore. This, however, is crucial in any application of glyphs. In this case, one option is to remove or to relax certain conditions, e.g., demanding only partial fulfillment like “almost everywhere”.

We strongly advocate for meeting all requirements (a)-(e) for the general design of tensor glyphs: these properties constitute a standard choice that was established by Schultz and Kindlmann [15]. Moreover, Kindlmann and Scheidegger [9] proposed three general visualization design principles: representation invariance, unambiguous data representation, and visual-data correspondence. The conditions (a), (b), (d), (e) formally implement these principles and guarantee their fulfillment. Missing in this list is condition (c): the direct visual encoding of real eigenvalues and eigenvectors, if present, seems to be nontrivial. At the same time, this information is of such importance for the characterization of a tensor in essentially every application that condition (c)
appears as an obvious choice for glyph design. For the example of Jacobian matrices of vector fields, the eigenvalues and eigenvectors give a direct classification of the flow around critical points.

For sure, different applications may require emphasis on different properties of the tensor and therefore relax certain conditions in favor of a more intuitive interpretation. However, this holds for the particular application or task and comes at the cost of loosing possibly important parts of the information. For a generic glyph design that is not a priory tailored toward a specific application, the theoretically sound and hence “safe” option is to implement all conditions (a)-(e). This is not necessarily complicated: In section 8 we give few simple rules on how to read the proposed glyphs. This gives evidence that it is rather easy to learn reading the new glyphs.

Finally, this work focuses on the generic construction of a design space for 2d and 3d glyphs that meet all of the mentioned requirements, which has not been done before. It does neither formally measure the intuitiveness of glyphs nor does it systematically explore this space with the goal of finding glyphs within the constraints that are in some sense “optimal” for a specific application. Possible directions are discussed below.

9.3 Design decisions

The space of all possible solutions to the construction of glyphs fulfilling (a)-(e) is huge. In this paper we give only one sample (and to the best of our knowledge the first one). This raises the question how to further explore the space.

Color schemes. We use a rather straightforward color scheme to encode one continuous value, in 2d this is $\gamma$. We do so to ensure comparability with similar approaches [15, 19] that proposed similar colors. Other and in particular more perception-oriented color maps are possible. We remark finally that [15, 19] only use few discrete colors whereas proposition 5.1 states that we have to use a continuous color wheel.

Encoding of eigenvectors. Our approach is based on an encoding of the eigenvectors as discontinuities in the glyph’s shape. Even though the human visual system reacts rather sensitive to discontinuities in a shaded scene, perception can be increased by ridge enhancement methods. This makes illustrative techniques interesting candidates for rendering our shapes. The main challenge here is to ensure a smooth cease and disappearance of the enhancements in the case of equal eigenvalues.

Perceptual considerations. Small changes in the tensors should lead to equally small changes in the perception of the glyphs. In order to proceed in this direction, we first need a metric in the space of all tensors, and it seems not at all obvious which one to choose! Only then a study on the perception of the glyphs is meaningful.

Similarity to existing special cases. Another design goal for glyphs could be the similarity to well-established glyphs in special cases, e.g., to Schultz and Kindlmann’s superquadrics [15] for symmetric tensors. Our current approach disregards this goal.

9.4 Comparison with existing techniques

Parallel to this work, Seltzer and Kindlmann developed and published an approach with the same goal: glyphs for general second order tensors [16]. Their construction applies only to the 2d case, seemingly without a straightforward extension to 3d, and we give a comparison with our 2d construction.

Seltzer and Kindlmann use a parametrization of the space of 2d tensors that is similar to the $(\gamma, r)$-plane: They span the space in terms of three parameters $D, S, \gamma$ that generate isotropic, traceless symmetric, and antisymmetric parts of the tensor. They similarly factor domain rotations and constrain the Frobenius norm $||T||_F = \sqrt{D^2 + S^2 + r^2} = 1$ (instead of the spectral norm as for $\gamma, r$), which, after projection, leads to a planar parameter space defined by barycentric coordinates. Given a tensor $T := J/||J||_F$ with $||T||_F = 1$, the following relations hold for $D, S, \gamma$ in [16] and $\gamma, r$:

$$\tan \gamma = \frac{R}{D} \quad \text{and} \quad r = 1 - S^2$$

The first equation can be easily verified as follows. In 2d, the polar decomposition of a matrix $J = [a_{ij}]$ can be expressed in closed form: find a rotation matrix, parameterized by angle $\gamma$, that makes $J$ symmetric. This leads to $\tan \gamma = \frac{a_{11} - a_{22}}{2 \sqrt{a_{11} a_{22}}} + \frac{2a_{12}}{\sqrt{a_{11} a_{22}}}$ and with Eq. (9) in [16] to the above equation. The second equation is already given as Eq. (37) in [16]: in det($T$) = $1/2 - S^2$ substitute $r = 1/2 - \det(T)$ from section 4.

Seltzer and Kindlmann give an interpretation of the $(D, S, R)$-parametrization: $D = 0$ refers to traceless tensors, for $S = 0$ tensors are rotations (without shear or nonuniform scaling) and hence exhibit rotational symmetry, and $R = 0$ refers to symmetric tensors without rotation. In the $(\gamma, r)$-space this refers to $\gamma \in \{ \pi/2, 3\pi/2 \}$ or $r = 0$ and any $\gamma$ for traceless tensors, $r = 1$ for rotational symmetry, and $\gamma \in \{0, \pi\}$ for symmetric tensors. Finally, the loci of $\det(T) = 0$ are $S^2 = 1/2$ and $r = 1/2$, respectively. Note that the projection of $D, S, R$ to planar barycentric coordinates is nonlinear, and the projection of the algebraic curve $S^2 = 1/2$ is a conic section rather than a line.

Seltzer and Kindlmann also show – similar to this paper – that shape alone is not sufficient to ensure a unique encoding. Different to this work, they propose a texture on the glyph. This gives an intuitive encoding of the rotation/swirling at the price that continuity and rotation invariance are not completely fulfilled anymore. Furthermore, [16] demand as an ultimate design goal that for the special case of symmetric tensors the well-established superquadric glyphs [8] appear as solution. Our approach is different, and the glyphs differ significantly from superquadric glyphs: Rather than treating symmetry as a special case, our construction always encodes the direction of real eigenvectors (and smoothly changes to left singular vectors in the complex case). [16] lose this property for asymmetric tensors with real eigenvectors.

We finally compare this work to the superquadric glyphs by Kindlmann [8]. This refers to 2d and 3d glyphs, but only for the special case of symmetric positive definite tensors. Figure 10 shows our glyphs in a similar arrangement as in figure 7 in [8]. Note that our solution is different but shares an important design goal: Due to the discontinuities in the shape, there is no visual ambiguity regardless from which perspective the glyph is rendered/ viewed. This means that two of the proposed 3d glyphs can always be distinguished in the projection to 2d images. In contrast, Kindlmann points out that for his superquadric tensors the 2d projections are not always unique, e.g., in case the 3d glyph is an ellipsoid.

10 Limitations and Future Research

The main theoretical limitation of our work is the non-uniqueness of 3d tensors of rank 1. We decided not to fix this shortcoming because we consider this case as having only low relevance in practice. A direct road-map for future research comes from the discussion in section 9.3. This includes in particular illustrative or stylized rendering to emphasize relevant information such that visual perception is taken into account and all postulated requirements are fulfilled.
Appendix

Characteristic ellipse

Given is a tensor \( J \in \mathbb{R}^{2 \times 2} \) with rank 2 and real eigenvalues \( \lambda_{1,2} \) and eigenvectors as columns of \( X \). Its characteristic ellipse is determined by (4).

Proposition 10.1. The implicit curve defined by (4) is an ellipse that interpolates \( \pm \lambda_i X_i \) for \( i = 1,2 \), i.e., the eigenvectors scaled by the eigenvalues.

Proof. The equation \( x^T J J^T x = 1 \) defines a quadric, i.e., the implicit curve is a conic section [5]. It is indeed an ellipse as \( J J^T \) is symmetric and positive definite and so is its inverse as \( (J J^T)^{-1} = (J^{-1})^T J^{-1} \).

The tensor has spectral decomposition \( J = X \Lambda X^T \) with unit length eigenvectors \( \|X_i\| = 1 \) and singular value decomposition \( J = U \Sigma V^T \). We verify that (4) holds for \( X_i = \lambda_i X_i \), for \( i = 1,2 \). In matrix notation with \( X_i \) as the two columns of \( X \) we write

\[
AX^T(J J^T)^{-1}AX = X^T V \Sigma^2 V^T (U^T U^T) \Sigma^2 V^T X = X^T X
\]

using the identities \( J J^T = U U^T \) and \( \Lambda = \Sigma^2 V^T X \), obtained from the factorizations, and then exploiting orthogonality of \( U \) and \( V \). The diagonal entries \( (X_i X_i^T)_{ii} \) evaluate to 1 and are by construction equal to \( X_i (J J^T)^{-1} X_i \), which shows that the equation holds. Obviously, the same holds for \(-X \) and hence \(-X_i \).

Equation (4) holds equally for \( \pm X_i \in \mathbb{R}, i = 1,2 \). However, the interpretation of the ellipse in the real plane (for \( x \in \mathbb{R} \)) changes: the complex eigenvectors are “replaced” by the left singular vectors \( U \), which span the orthogonal principal axes, and it is easy to verify that the ellipse interpolates the column vectors of \( \pm U \). For rank \( (J) = 1 \), the characteristic ellipse degenerates to a line segment.

Rational parametrization of the characteristic ellipse

The quadric (4) is an implicit representation for the characteristic ellipse, which can be parametrized as a rational quadratic curve [5]. A particularly simple construction is as follows: Express the rational curve in Bernstein-Bézier form as

\[
f(t) = \frac{w_0 b_0 (1-t)^2 + w_1 b_1 2(1-t)t + w_2 b_2 t^2}{w_0 (1-t)^2 + w_1 2(1-t)t + w_2 t^2}, \quad t \in [0,1],
\]

with control points \( b_i \in \mathbb{R} \). The weights \( w_i \in \mathbb{R} \) can always be chosen such that at the end points \( w_0 = w_2 = 1 \). Figure 2a shows an example.

Assume \( J \) has eigenvalues \( \lambda_1 = \lambda_2 = 1 \), i.e., \( J = X X^T \), and construct a parametrization of one arc of the unit circle that is enclosed by the eigenvectors \( X_i \). From end point interpolation of rational Bézier curves the left and right control points \( b_0 \) and \( b_2 \) are determined as the unit length eigenvectors \( X_i \). The tangents of the curve at the end points are given as tangents to the unit circle or a 90 degree rotation of \( X_i \). End points and tangent directions define two lines, and the center control point \( b_1 \) is determined as their intersection. Let \( \alpha \) denote angle defined by the eigenvectors. It is easy to verify (5), i.e., determine \( \omega \) in \( b_1 = \omega (b_0 + b_2) \): w.l.o.g. use eigenvectors \( (\cos(\alpha/2), \sin(\alpha/2)) \) to exploit symmetry, and obtain \( b_1 = (\frac{1}{\cos(\alpha/2)} 0) \), then compare to \( b_0 + b_2 = (\cos(\alpha/2), 0) \) to determine the factor \( \omega = (1 + \cos \alpha)^{-1} \). The weights associated with the three control points are \( w_0 = w_2 = 1 \) and for the center \( w_1 = \cos(\alpha/2) \). For the general construction with unconstrained eigenvectors, i.e., arcs of an ellipse, the control points are transformed linearly as \( J b_i \), for \( i = 0,1,2 \). The weights remain unchanged. Due to the affine invariance property of rational Bézier curves, mapping the circular arc results in the same curve as performing the construction directly for a general ellipse. The proposed parametrization can be applied similarly or symmetrically to all four arcs of the characteristic ellipse. Finally, the construction is straightforward for the degenerated case when \( \text{rank}(J) = 1 \) (or \( \cos \alpha = -1 \)): in this case \( b_1 \) is undefined, however, as \( w_1 = \sin \alpha = 0 \) the curve is just the line segment spanned by \( b_0 \) and \( b_2 \).

Surface patches

For the 3d case, we construct surface patches from three quadratic rational boundary curves in Bernstein-Bézier form. Although, three such curves determine a triangular rational surface patch, such patches are parts of ellipsoids, and in particular spheres, only in special configurations [5]. In general, a rational surface patch of total degree four is required. We follow the construction in [14] that uses a rational bi-quadratic patch that is “degenerated” by the map to the triangle domain. Then the \( 3 \times 3 \) control points and weights \( (b_{ij},w_{ij}) \) of the patch are determined as

\[
\begin{align*}
(x_0,1) & \quad (x_{12},1) & \quad (x_1,1) \\
(y_01(x_0+x_1),v_72/3) & \quad (b_{11},v_72/3) & \quad (y_01(x_1+x_3),v_72/3) \\
(x_1,1) & \quad (y_{12}(x_1+x_3),w_{12}) & \quad (x_1,1)
\end{align*}
\]

with the center control point \( b_{12} = v_{12}(\mu_{12}(x_1 + x_2) + x_3) \), and \( \pm x_i = \lambda_i X_i \) are scaled eigenvectors. Assume that the boundary curve from \( x_1 \) and \( x_3 \) is located in the reference plane. This determines the surface patches for the 3D glyph in the case of a well-defined base plane (see section 6) as reference plane, which gives the weight \( w_{12} \) and the factor \( \mu_{12} \) as in the 2d case.

In the case that no base plane can be established, we construct a continuous surface patch by blending the results of the evaluation of the three possible patches. While section 6 discusses and justifies the choice of blend weights, we need to clarify the surface evaluation, which defines a different, non-standard class of surface patch. Let \( f_i : [0,1] \rightarrow \mathbb{R}, i = 0,1,2 \), denote the three rational patches with base curves from \( x_i \) to \( x_{i+1} \mod 3 \). The core idea is a reparametrization of \( f_i(u,v) \) as \( f_i(1/3,1/3) \) with barycentric coordinates \( \beta_1 = \beta_2 = \beta_3 = 1 \) such that

\[
(\beta_1 x_1 + \beta_2 x_2) \parallel f_i(u,v)
\]

i.e., the barycentric combination of scaled eigenvectors that span the patch yields a vector that is parallel to the position vector \( f_i(u,v) \).

In this parametrization, we can evaluate the blend patch as

\[
f(\beta_1, \beta_2, \beta_3) = \frac{1}{\sum_i w_i} \sum_i w_i f_i(\beta_1, \beta_2, \beta_3),
\]

using the blend weights \( W_i \) defined in (7).

In order to construct the parametrization (8) w.l.o.g. for \( f_1 \) – consider the roots of the norm of the cross product. Due to symmetries, the solution can be expressed as follows: Find \( u(\beta_1, \beta_2, \beta_3) \in [0,1] \) as solution of the quadratic equation

\[
(1-u)^2 b_0 + 2(1-u) b_1 + u^2 b_2 = 0,
\]

for \( b_0 = \beta_2, b_1 = w_{12} \mu_{12}(\beta_2 - \beta_1), b_2 = -\beta_1 \). The expression in the quadratic Bernstein polynomials reveals immediately that there exists one solution \( u_0 \in [0,1] \). Then find \( \nu(\beta_2, \beta_3, \beta_1) \in [0,1] \) similarly as the root

\[
(1-v)^2 c_0 + 2(1-v) v c_1 + v^2 c_2 = 0,
\]

with \( u := u(\beta_1, \beta_2, \beta_3) = u_0, \, \nu := 1 - u, \, \tilde{\beta} := \beta_3 - \beta_1 - \beta_2, \) and

\[
\begin{align*}
\tilde{c}_0 &= \sqrt{2} \tilde{\beta}(\tilde{u}^2 + 4 w_{12} \mu_{12} \tilde{u} + \tilde{u}^2), \\
\tilde{c}_1 &= v_{12}(\tilde{\beta} \tilde{u}^2 + 2 w_{12}(2 \mu_{12} \beta_3 - \beta_1 - \beta_2) \tilde{u} + \tilde{\beta} \tilde{u}^2), \quad \text{and} \\
\tilde{c}_2 &= -\sqrt{2}(\tilde{\beta} + \tilde{\beta}^2)(\tilde{u}^2 + 2 w_{12} \tilde{u} + \tilde{u}^2).
\end{align*}
\]
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