Laboratoire LP2A, EA 3679 Université de Perpignan

## Applications of fast and accurate summation in computational geometry

Stef Graillat
16 mai 2005

Research Report N ${ }^{\text {o }}$ RR2005-03

Université de Perpignan
52 avenue Paul Alduy, 66860 Perpignan cedex, France
Téléphone : +33(0)4.68.66.20.64
Télécopieur : +33(0)4.68.66.22.87
Adresse électronique : dali@univ-perp.fr


# Applications of fast and accurate summation in computational geometry 

Stef Graillat

16 mai 2005


#### Abstract

In this paper, we present a recent algorithm given by Ogita, Rump and Oishi [39] for accurately computing the sum of $n$ floating point numbers. They also give a computational error bound for the computed result. We apply this algorithm in computing determinant and more particularly in computing robust geometric predicates used in computational geometry. We improve existing results that use either a multiprecision libraries or extended large accumulators.
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## Résumé

Dans ce papier, nous présentons un algorithme récent de Ogita, Rump et Oishi [39] pour sommer de façon précise $n$ nombres flottants. Dans leur papier, Ogita, Rump et Oishi fournissent aussi une borne calculable de l'erreur commise par rapport au résultat exact. Nous appliquons cet algorithme pour calculer des déterminants de matrices et en particulier pour calculer des prédicats géométriques utilisés en géométrie algorithmique. Nous améliorons les algorithmes existants qui utilisent soit la multiprécision soit des accumulateurs très larges.
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## 1 Introduction

Floating point summation is one of the most basic operation in scientific computing, and many algorithms have been developped $[3,13,17,18,25,26,31,27,28,32,33,34,36,35,39,40,41$, $42,43,44,46,47]$. A good survey of these algorithms is presented in chapter 4 of the book [22] and in the article [21].

Algorithms that make decisions based on geometric test such as determining which side of a line a point falls on, often fail due to roundoff error. A solution to answer these problems is to use software implementations of exact arithmetic often at great expense. Improving the speed of correct geometric computation has received recent attention [4, 11, 30], but the proposals tale integer or rational inputs of small precision. These methods do not seem to be usable if it is important to use ordinary floating point inputs.

A possible way to improve the accuracy is to increase the working precision. For this purpose, some multiprecision libraries have been developed. One can divide those libraries into three parts :

- Arbitrary precision library using a multiple-digit format where a number is expressed as a sequence of digits coupled with a single exponent. Examples of this format are Bailey's MPFUN [5, 6], Brent's MP [9], MPFR [2] or GMP [1].
- Extended fixed precision library using the multiple-component format but with a limited number of components. Examples of this format are Bailey's double-double [7], Brigg's

[^0]doubledouble [10] (double-double numbers are represented as an unevaluated sum of a leading double and a trailing double) and quad-double [20] (quad-double numbers are represented as an unevaluated sum of four IEEE doubles).

- Arbitrary precision library using a multiple-component format where a number is expressed as unevaluated sums of ordinary floating point words. Examples of this format are Priest $[42,43]$ and Shewchuk $[45,46]$.

Shewchuk $[45,46]$ used an arbitrary precision library to obtain fast C implementation of four geometric predicates, the 2D and 3D orientation and incircle tests. The inputs are single or double precision floating point numbers. The speed of these algorithms is due to two features. First, they employ fast algorithms for arbitrary precision arithmetic and second they are adaptive; the running time depends on the degree of uncertainty of the result.

Recently, Demmel and Hida presented algorithms using a wider accumulator [17, 18]. Floating point numbers $p_{i}, 1 \leq i \leq n$, given in working precision with $f$ bits in the mantissa are added in an extra-precise accumulator with $F$ bits, $F>f$. Some algorithms are presented with and without sorting the input data. The authors give a detailed analysis of the accuracy of the computed result depending on $f, F$ and the number of summands.

Those algorithms bear one or more of the following disadvantages:

- sorting of input data is necessary, either
- by absolute value or,
- by exponent,
- besides working precision, some extra (higher) precision is necessary,
- access to mantissa and/or exponent is necessary.

Each of those properties can slow down the performance significantly and restrict application fo specific computer architectures or compilers.

In this paper, we use recent algorithms from Ogita, Rump and Oishi [39] to provide fast and accurate algorithms to compute determinants of matrices and geometric predicates. The advantages of these algorithms is that they use one working precision and are adaptive. If the computed result has the wanted relative error, we stop. Otherwise, we continue the computation still in the same working precision. Contrary to Demmel and Hida [18], we do not need extraprecise floating point format and contrary to Shewchuk [45, 46], we do not need renormalisation that slow down the performance.

The rest of the paper is organized as follows. In Section 2, we present basic notation we will use in the rest of the paper and in particular on floating point arithmetic. In Section 3, we recall the so-called error-free transformation introduced by Ogita, Rump and Oishi [39]. In Section 4, we present the summation algorithm of Ogita, Rump and Oishi presented in [39]. They designed accurate and fast algorithm to compute the sum of floating point number. Section 3 and Section 4 borrow heavily from Ogita, Rump and Oishi [39]. In Section 5, we present applications of those algorithm for computing determinant of matrices and robust geometric predicates used in computational geometry.

## 2 Notations

Throughout the paper, we assume a floating point arithmetic adhering to IEEE 754 floating point standard [23]. We do not address issues of overflow and underflow [16, 19]. The set of
floating point numbers is denoted by $\mathbb{F}$, and the relative rounding error by eps. For IEEE 754 double precision we have eps $=2^{-53}$.

We denote by $\mathrm{fl}(\cdot)$ the result of a floating point computation, where all operations inside parentheses are done in floating point working precision. Floating point operations in IEEE 754 satisfy [22]

$$
\mathrm{fl}(a \circ b)=(a \circ b)(1+\varepsilon) \text { for } \circ=\{+,-, \cdot, /\} \text { and }|\varepsilon| \leq \mathrm{eps}
$$

This implies that

$$
\begin{equation*}
|a \circ b-\mathrm{fl}(a \circ b)| \leq \mathrm{eps}|a \circ b| \text { and }|a \circ b-\mathrm{fl}(a \circ b)| \leq \mathrm{eps}|\mathrm{f}(a \circ b)| \text { for } \circ=\{+,-, \cdot, /\} \tag{2.1}
\end{equation*}
$$

One can notice that $a \circ b \in \mathbb{R}$ and $\mathrm{fl}(a \circ b) \in \mathbb{F}$ but in general we do not have $a \circ b \in \mathbb{F}$. It is known that for the basic operations,,$+- \cdot$, the approximation error of a floating point operation is still a floating point number (see for example [15]):

$$
\begin{array}{lll}
x=\mathrm{fl}(a \pm b) & \Rightarrow a \pm b=x+y & \text { with } y \in \mathbb{F}  \tag{2.2}\\
x=\mathrm{fl}(a \cdot b) & \Rightarrow a \cdot b=x+y & \text { with } y \in \mathbb{F}
\end{array}
$$

These are error-free transformations of the pair $(a, b)$ into the pair $(x, y)$.
We use standard notation for error estimations. The quantities $\gamma_{n}$ are defined as usual [22] by

$$
\gamma_{n}:=\frac{n \mathrm{eps}}{1-n \mathrm{eps}} \quad \text { for } n \in \mathbb{N}
$$

## 3 Error-free transformations

Fortunately, the quantities $x$ and $y$ in (2.2) can be computed exactly in floating point arithmetic. For the algorithm, we use Matlab-like [24] notation. For addition, we can use the following algorithm by Knuth [29, Thm B. p.236].

Algorithm 3.1 (Knuth [29]). Error-free transformation of the sum of two floating point numbers.

```
function \([x, y]=\operatorname{TwoSum}(a, b)\)
    \(x=\mathrm{fl}(a+b)\)
    \(z=\mathrm{fl}(x-a)\)
    \(y=\mathrm{fl}((a-(x-z))+(b-z))\)
```

Another algorithm to compute an error-free transformation is the following algorithm from Dekker [15]. The drawback of this algorithm is that we have $x+y=a+b$ if $|a| \geq|b|$.

Algorithm 3.2 (Dekker [15]). Error-free transformation of the sum of two floating point numbers.
function $[x, y]=\operatorname{FastTwoSum}(a, b)$
$x=\mathrm{fl}(a+b)$
$y=\mathrm{fl}((a-x)+b)$
For the error-free transformation of a product, we first need to split the input argument into two parts. Let $p$ be given by eps $=2^{-p}$ and define $s=\lceil p / 2\rceil$. For example, if the working precision is IEEE 754 double precision, then $p=53$ and $s=27$. The following algorithm by Dekker [15] splits a floating point number $a \in \mathbb{F}$ into two parts $x$ and $x$ such that

$$
a=x+y \quad \text { and } \quad x \text { and } y \text { nonoverlapping with }|y| \leq|x| .
$$

Algorithm 3.3 (Dekker [15]). Error-free split of a floating point number into two part.

```
function [x,y]=Split(a,b)
    factor = 2s}+
    c=fl(factor }\cdota
    x=fl(c-(c-a))
    y=fl(a-x)
```

With this function, an algorithm from Veltkamp (see [15]) enables to compute an errorfree transformation for the product of two floating point numbers. This algorithm returns two floating point numbers $x$ and $y$ such that

$$
a \cdot b=x+y \quad \text { with } x=\mathrm{fl}(a \cdot b) .
$$

Algorithm 3.4 (Veltkamp [15]). Error-free transformation of the product of two floating point numbers.

```
function \([x, y]=\operatorname{TwoProduct}(a, b)\)
    \(x=\mathrm{f}(a \cdot b)\)
    \(\left[a_{1}, a_{2}\right]=\operatorname{Split}(a)\)
    \(\left[b_{1}, b_{2}\right]=\operatorname{Split}(b)\)
    \(y=\mathrm{fl}\left(a_{2} \cdot b_{2}-\left(\left(\left(x-a_{1} \cdot b_{1}\right)-a_{2} \cdot b_{1}\right)-a_{1} \cdot b_{2}\right)\right)\)
```

The following theorem summarizes the properties of algorithms TwoSum and TwoProduct.
Theorem 3.1 (Ogita, Rump and Oishi [39, Thm. 3.4]). Let $a, b \in \mathbb{F}$ and let $x, y \in \mathbb{F}$ such that $[x, y]=\operatorname{TwoSum}(a, b)$ (Algorithm 3.1). Then, also in the presence of underflow,

$$
\begin{equation*}
a+b=x+y, \quad x=\mathrm{f}(a+b), \quad|y| \leq \mathrm{eps}|x|, \quad|y| \leq \mathrm{eps}|a+b| . \tag{3.3}
\end{equation*}
$$

Let $a, b \in \mathbb{F}$ and let $x, y \in \mathbb{F}$ such that $[x, y]=\operatorname{TwoProduct}(a, b)$ (Algorithm 3.4). Then, if no underflow occurs,

$$
\begin{equation*}
a \cdot b=x+y, \quad x=\mathrm{fl}(a \cdot b), \quad|y| \leq \mathrm{eps}|x|, \quad|y| \leq \mathrm{eps}|a \cdot b|, \tag{3.4}
\end{equation*}
$$

and, in the presence of underflow,

$$
\begin{align*}
& a \cdot b=x+y+5 \eta, \quad x=\mathrm{f}(a \cdot b), \quad|y| \leq \mathrm{eps}|x|+5 \mathrm{eta}  \tag{3.5}\\
&|y| \leq \mathrm{eps}|a \cdot b|+5 \mathrm{eta} \text { with }|\eta| \leq \mathrm{eta} .
\end{align*}
$$

The TwoProduct algorithm can be re-written in a very simple way if a Fused-Multiply-and-Add (FMA) operation is available on the targeted architecture [37, 8]. This means that for $a, b, c \in \mathbb{F}$, the result of $\operatorname{FMA}(a, b, c)$ is the nearest floating point number of $a \cdot b+c \in \mathbb{R}$.

Algorithm 3.5 (Ogita, Rump and Oishi [39, Algo. 3.5]). Error-free transformation of the product of two floating point numbers using a FMA.
function $[x, y]=$ TwoProductFMA $(a, b)$

$$
\begin{aligned}
& x=a \cdot b \\
& y=\operatorname{FMA}(a, b,-x)
\end{aligned}
$$

If we suppose that we have $\operatorname{ADD} 3(a, b, c)$ which compute the nearest floating point number of the exact sum $a+b+c \in \mathbb{R}$ for $a, b, c \in \mathbb{F}$ then the algorithm TwoSum can be replaced by the following one.

Algorithm 3.6 (Ogita, Rump and Oishi [39, Algo. 3.6]). Error-free transformation of the sum of two floating point numbers using ADD3.
function $[x, y]=\operatorname{TwoSumADD3}(a, b)$

$$
\begin{aligned}
& x=a+b \\
& y=\operatorname{ADD3}(a, b,-x)
\end{aligned}
$$

An error-free algorithm for the FMA has been recently given by Boldo and Muller [8]. The approximation cannot be represented by a single floating-point number anymore. It is now the sum of two floating point numbers.

Algorithm 3.7 (Boldo and Muller [8]). Error-free transformation of the FMA of three floating point numbers.

```
function [x,y,z]=\operatorname{ErrFMA}(a,b,c)
    x= fl(a
    [u},\mp@code{,},\mp@subsup{u}{2}{}]=\operatorname{TwoProduct}(a,b
    [\mp@subsup{\alpha}{1}{},\mp@subsup{\alpha}{2}{}]=\operatorname{TwoSum(b,u}\mp@subsup{u}{2}{})
    [\beta},\mp@subsup{\beta}{2}{}]=\operatorname{TwoSum(u},\mp@subsup{u}{1}{},\mp@subsup{\alpha}{1}{}
    \gamma=fl(fl( }\mp@subsup{\beta}{1}{}-\mp@subsup{r}{1}{})+\mp@subsup{\beta}{2}{}
    [y,z] = TwoSum(\gamma, \alpha )
```


## 4 Summation

Let floating point numbers $p_{i} \in \mathbb{F}, 1 \leq i \leq n$, be given. The aim of this section is to present algorithms for Ogita, Rump and Oishi [39] that compute a good approximation of the sum $s=\sum p_{i}$. In [39], they cascade TwoSum Algorithm and sum up the errors to improve the result of the ordinary floating point sum $\mathrm{fl}\left(\sum p_{i}\right)$. Their cascading algorithm summing up errors terms is as follows.

Algorithm 4.1 (Ogita, Rump and Oishi [39, Algo. 4.1]). Cascaded summation.

```
function res \(=\operatorname{Sum} 2 \mathrm{~s}(p)\)
\(\pi_{1}=p_{1} ; \sigma_{1}=0 ;\)
for \(i=2: n\)
    \(\left[\pi_{i} ; q_{i}\right]=\operatorname{TwoSum}\left(\pi_{i-1}, p_{i}\right)\)
    \(\sigma_{i}=\mathrm{fl}\left(\sigma_{i-1}+q_{i}\right)\)
res \(=\mathrm{fl}\left(\pi_{n}+\sigma_{n}\right)\)
```

This is a compensated summation [22]. One can rewrite Algorithm 4.1 in order to overwrite the vector entries. This can be done as follows.

Algorithm 4.2 (Ogita, Rump and Oishi [39, Algo. 4.3]). Error-free vector transformation for summation.

```
function p= VecSum(p)
    for }i=2:
        [pi, pi-1] = TwoSum( }\mp@subsup{p}{i}{},\mp@subsup{p}{i-1}{}
```

Using ideas of Algorithm 4.2, Algorithm 4.1 can be written in the following equivalent way.
Algorithm 4.3 (Ogita, Rump and Oishi [39, Algo. 4.4]). Cascaded summation equivalent to Algorithm 4.1.

```
function res \(=\operatorname{Sum} 2(p)\)
    for \(i=2: n\)
        \(\left[p_{i} ; p_{i-1}\right]=\operatorname{TwoSum}\left(p_{i}, p_{i-1}\right)\)
    res \(=\mathrm{fl}\left(\left(\sum_{i=1}^{n-1} p_{i}\right)+p_{n}\right)\)
```

Proposition 4.1 (Ogita, Rump and Oishi [39, Prop. 4.5]). Suppose Algorithm 4.4 (Sum2) is applied to floating point numbers $p_{i} \in \mathbb{F}, 1 \leq i \leq n$, set $s:=\sum p_{i} \in \mathbb{R}$ and $S:=\sum\left|p_{i}\right|$ and suppose neps $<1$. Then, also in the presence of underflow,

$$
\begin{equation*}
\mid \text { res }-s|\leq \mathrm{eps}| s \mid+\gamma_{n-1}^{2} S \tag{4.6}
\end{equation*}
$$

The error bound (4.6) for the result res of Algorithm 4.1 is not computable since it involves the exact value $s$ of the sum. The following theorem [39, Cor. 4.7] compute a valid error bound in floating point in round to nearest, which is also less pessimistic.

Proposition 4.2 (Ogita, Rump and Oishi [39, Cor. 4.7]). Let floating point numbers $p_{i} \in \mathbb{F}, 1 \leq i \leq n$, be given. Append the statements
if $2 n \mathrm{eps} \geq 1$, error ('dimension too large ${ }^{\prime}$ ), end
$\beta=(2 n$ eps $/(1-2 n$ eps $)) \cdot\left(\sum_{i=1}^{n-1}\left|p_{i}\right|\right)$
err $=$ eps $\mid$ res $\mid+\left(\beta+\left(2 \mathrm{eps}^{2} \mid\right.\right.$ res $\mid+3$ eta $\left.)\right)$
(to be executed in working precision) to Algorithm 4.4 (Sum2). If the error message is not triggered, err satisfies

$$
\text { res }-\mathrm{err} \leq \sum p_{i} \leq \text { res }+ \text { err }
$$

A computation shows that the algorithm Sum2 transform a vector $p_{i}$ begin ill-conditioned with respect to summation into a new vector with identical sum but with a condition number improved by a factor eps. This is why it is interesting to cascade the error-free transformation. The algorithm is as follows.

Algorithm 4.4 (Ogita, Rump and Oishi [39, Algo. 4.8]). Summatin as in $K$-fold precision by $(K-1)$-fold error-free transformation.

$$
\begin{aligned}
& \text { function res }=\operatorname{SumK}(p, K) \\
& \text { for } k=1: K-1 \\
& \quad p=\operatorname{VecSum}(p) \\
& \text { res }=\mathrm{fl}\left(\left(\sum_{i=1}^{n-1} p_{i}\right)+p_{n}\right)
\end{aligned}
$$

The following theorem gives an estimate error for Algorithm 4.4.
Proposition 4.3 (Ogita, Rump and Oishi [39, Prop. 4.10]). Let floating point numbers $p_{i} \in F, 1 \leq i \leq n$, be given and assume $4 n \mathrm{eps} \leq 1$. Then, also in the presence of underflow, the result res of Algorithm 4.8 (SumK) satisfiees for $K \geq 3$

$$
\mid \text { res }-s\left|\leq\left(\mathrm{eps}+3 \gamma_{n-1}^{2}\right)\right| s \mid+\gamma_{2 n-2}^{K} S
$$

where $s:=\sum p_{i}$ and $S:=\sum\left|p_{i}\right|$.

## 5 Applications in robust computational geometry

### 5.1 Accurate computation of determinant

The literature for the computation of accurate determinant is quite large (see for example [13, 12 , 14] and the references therein). They often use multiprecision arithmetic to compute accurately the determinant. Here, we present an algorithm to compute the determinant of a floating-point matrix using only one working precision (IEEE 754 double precision) to compute the result up to a given relative error $\varepsilon$. Let us study the case of a $2 \times 2$ determinant

$$
\operatorname{det} 2=\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right|=a d-b c
$$

Using TwoProduct, we can write $[x, y]=\operatorname{TwoProduct}(a, d)$ and $[z, t]=\operatorname{TwoProduct}(b, c)$. Then we have $\operatorname{det} 2=x+y+z+t$. We have transformed the problem of computing the determinant into a problem of computing a sum accurately. We can then apply the accurate summation algorithm 4.1. to compute this sum.

We can do the same thing for example with a $3 \times 3$ determinant

$$
\operatorname{det} 3=\left|\begin{array}{lll}
a_{1,1} & a_{1,2} & a_{1,3} \\
a_{2,1} & a_{2,2} & a_{2,3} \\
a_{3,1} & a_{3,2} & a_{3,3}
\end{array}\right|=\sum_{\sigma \in \mathfrak{S}_{3}} \operatorname{signature}(\sigma) a_{1, \sigma(1)} \cdot a_{2, \sigma(2)} \cdot a_{3, \sigma(3)}
$$

using ThreeProduct to transform $a_{1, \sigma(1)} \cdot a_{2, \sigma(2)} \cdot a_{3, \sigma(3)}$ into a sum of four floating point numbers..
Algorithm 5.1. Error-free transformation of the product of three floating point numbers.

```
function [x,y,z,t]= ThreeProduct (a,b,c)
    [p,e] = TwoProduct (a,b)
    [x,y]= TwoProduct (p,c)
    [z,t]= TwoProduct(e,c)
```

This can be used to compute for example the area of a planar triangle or the volume of a tetrahedron as shown in [38].

The following algorithm computes the determinant of a matrix up to a give relative error. We suppose we have a function DetVector that transforms the computation of the determinant into a summation like mentioned above. We then compute the sum and compute an error bound. If this error bound is less than the desired relative error $\varepsilon$ then we stop. Otherwise, we continue the computation.

Algorithm 5.2. Algorithm to compute the determinant up to a relative error $\varepsilon$.

```
function resdet \(=\operatorname{det}(A, \varepsilon)\)
```

```
\(p=\operatorname{DetVector}(A)\)
```

$p=\operatorname{DetVector}(A)$
$p=\operatorname{VecSum}(p)$
$p=\operatorname{VecSum}(p)$
res $=p_{n}$
res $=p_{n}$
$\beta=(2 n$ eps $/(1-2 n$ eps $)) \cdot\left(\sum_{i=1}^{n-1}\left|p_{i}\right|\right)$
$\beta=(2 n$ eps $/(1-2 n$ eps $)) \cdot\left(\sum_{i=1}^{n-1}\left|p_{i}\right|\right)$
err $=\mathrm{eps} \mid$ res $\mid+\left(\beta+\left(2 \mathrm{eps}^{2} \mid\right.\right.$ res $\left.\left.\mid\right)\right)$
err $=\mathrm{eps} \mid$ res $\mid+\left(\beta+\left(2 \mathrm{eps}^{2} \mid\right.\right.$ res $\left.\left.\mid\right)\right)$
while (err $>\varepsilon \mid$ res $\mid)$
while (err $>\varepsilon \mid$ res $\mid)$
$p=\operatorname{VecSum}(p)$
$p=\operatorname{VecSum}(p)$
res $=p_{n}$
res $=p_{n}$
$\beta=(2 n \mathrm{eps} /(1-2 n \mathrm{eps})) \cdot\left(\sum_{i=1}^{n-1}\left|p_{i}\right|\right)$
$\beta=(2 n \mathrm{eps} /(1-2 n \mathrm{eps})) \cdot\left(\sum_{i=1}^{n-1}\left|p_{i}\right|\right)$
err $=\mathrm{eps} \mid$ res $\mid+\left(\beta+\left(2 \mathrm{eps}^{2} \mid\right.\right.$ res $\left.\left.\mid\right)\right)$
err $=\mathrm{eps} \mid$ res $\mid+\left(\beta+\left(2 \mathrm{eps}^{2} \mid\right.\right.$ res $\left.\left.\mid\right)\right)$
resdet $=p_{n}$

```
resdet \(=p_{n}\)
```


### 5.2 Robust geometric predicates

An application requiring guaranteed accuracy is the computation of geometric predicates. Some algorithm like Delaunay triangulation and mesh generation need self-consistent geometric tests. Shewchuck $[45,46]$ gives a survey of the issues involved and presents an adaptative (and arbitrary) precision floating point arithmetic to solve this problem. Most of these geometric predicates require the computation of the sign of a small determinant. Recent work on this issue are $[45,46,4,11,30,18]$. Consider for example the predicate Orient3D which determines whether a point $D$ is to the left or right if the oriented plane defined by the points $A, B$ and $C$. The result of the predicate depend on the sign of the determinant

$$
\operatorname{OrIENT} 3 \mathrm{D}(a, b, c, d)=\operatorname{sign}\left|\begin{array}{llll}
a_{x} & a_{y} & a_{z} & 1 \\
b_{x} & b_{y} & b_{z} & 1 \\
c_{x} & c_{y} & c_{z} & 1 \\
d_{x} & d_{y} & d_{z} & 1
\end{array}\right|=\operatorname{sign}\left|\begin{array}{lll}
a_{x}-d_{x} & a_{y}-d_{y} & a_{z}-d_{z} \\
b_{x}-d_{x} & b_{y}-d_{y} & b_{z}-d_{z} \\
c_{x}-d_{x} & c_{y}-d_{y} & c_{z}-d_{z}
\end{array}\right|
$$

The computed result is of the same sign that the exact result if the relative error is less that one. As a consequence, it is sufficient to compute an approximate value of the determinant only with a relative error less than one. Recently, Demmel and Hida [17, 18] provide another method to certified the sign of a small determinant. They used an accurate sommation algorithm using large accumulators. Here, we use algorithms developped in [39] with accurate computation of an error bound. Indeed, the determinant can be evaluated as a sum of 24 monomials of the form $\pm a_{i} b_{j} c_{k}$. Each monomial can be expressed as the sum of four numbers with the algorithm ThreeProduct. It follows that the determinant can be expressed as a sum of $4 \times 24=96$ terms. We can then apply a summation algorithm until the relative error is less than one. This can be done using the error bound of Proposition 4.2. In the following algorithm, we suppose we have a function DetVector that transforms the matrix of the determinant into a vector whose the sum is the determinant (using ThreeProduct). We denote by $n$ the length of the vector (here $n=94$ ).

Algorithm 5.3. Algorithm to compute the predicate Orient3D(a,b,c,d).

```
function sign \(=\) Orient3D \((A)\)
    \(p=\operatorname{DetVector}(A)\)
\(p=\operatorname{VecSum}(p)\)
res \(=p_{n}\)
\(\beta=(2 n \mathrm{eps} /(1-2 n \mathrm{eps})) \cdot\left(\sum_{i=1}^{n-1}\left|p_{i}\right|\right)\)
err \(=\) eps \(\mid\) res \(\mid+\left(\beta+\left(2 \operatorname{eps}^{2} \mid\right.\right.\) res \(\left.\left.\mid\right)\right)\)
while (err \(>\mid\) res \(\mid\) )
    \(p=\operatorname{VecSum}(p)\)
    res \(=p_{n}\)
    \(\beta=(2 n \mathrm{eps} /(1-2 n \mathrm{eps})) \cdot\left(\sum_{i=1}^{n-1}\left|p_{i}\right|\right)\)
    err \(=\) eps \(\mid\) res \(\mid+\left(\beta+\left(2\right.\right.\) eps \(^{2} \mid\) res \(\left.\left.\mid\right)\right)\)
\(\operatorname{sign}=\operatorname{sign}\left(p_{n}\right)\)
```


## 6 Conclusion

We have tested one geometric predicate that is Orient3D. Of course, the same techniques can be easily applied to compute other predicates like InCircle and InSphere for example (see [45, 46]. The potential of our algorithms is in providing a fast and simple way to extend
slightly the precision of critical variable in numerical algorithms. The techniques used here are simple enough to be coded directly in numerical algorithms, avoiding function call overhead and conversion costs.
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