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Abstract

Several different techniques and softwares intend to improve the accuracy of results computed
in a fixed finite precision. Here we focus on a method to improve the accuracy of polynomial
evaluation via Horner’s scheme. Such an algorithm exists for polynomials with real floating
point coefficients. In this paper, we provide a new algorithm which deals with polynomials with
complex floating point coefficients. We show that the computed result is as accurate as if com-
puted in twice the working precision. The algorithm is simple since it only requires addition,
subtraction and multiplication of floating point numbers in the same working precision as the
given data. Such an algorithm can be useful for example to compute zeros of polynomial by
Newton-like methods.

1 Introduction

It is well-known that computing with finite precision implies some rounding errors. These
errors can lead to inexact results for a computation. An important tool to try to avoid this
are error-free transformations: to compute not only a floating point approximation but also
an exact error term without overlapping. This can be viewed as a double-double floating point
numbers [10] but without the renormalisation step.

Error-free transformations have been widely used to provide some new accurate algorithms
in real floating point arithmetic (see [12, 14] for accurate sum and dot product and [5] for poly-
nomial evaluation). Complex error-free transformations are then the next step for providing
accurate algorithms using complex numbers.

The rest of the paper is organized as follows. In Section 2, we recall some results on real
floating point arithmetic and error-free transformations. In Section 3, we present the complex
floating point arithmetic and we propose some new error-free transformations for this arith-
metic. In Section 4, we study different polynomial evaluation algorithms. We first describe
the Horner scheme in complex floating point arithmetic. We then present the compensated
Horner scheme in complex arithmetic. We provide an error analysis for both versions of the
Horner scheme and we conclude by presenting some numerical experiments confirming the
accuracy of our algorithm.



2 Real floating point arithmetic

In this section, we first recall the principle of real floating point arithmetic. Then we present
the well-known error-free transformations associated with the classical operations addition,
subtraction, multiplication.

2.1 Notations and fundamental property of real floating point arithmetic

Throughout the paper, we assume to work with a floating point arithmetic adhering to
IEEE 754 floating point standard [8]. We assume that no overflow nor underflow occur. The
set of floating point numbers is denoted by F, the relative rounding error by eps. For IEEE
754 double precision, we have eps = 27°% and for single precision eps = 2724

We denote by fl(+) the result of a floating point computation, where all operations inside
parentheses are done in floating point working precision. Floating point operations in IEEE
754 satisty [7]

fllaob) =(aob)(l+e1)=(aob)/(1+¢e3) for o= {+,—,-,/} and |e,| < eps.
This implies that
laob—1fl(aob)| <epslaob| and |[aob—fl(aob)| <eps|fl(aob)| for o ={+,—,-,/}. (2.1)

We use standard notation for error estimations. The quantities ,, are defined as usual [7] by

neps
fyn::ip forn € N,
1 — neps
where we implicitly assume that neps < 1 and we will use inequality eps < /272 in the
following proofs.

2.2 Error-free transformations in real floating point arithmetic

One can notice that a ob € R and fl(a 0 b) € F but in general we do not have a o b € F.
It is known that for the basic operations 4, —, -, the approximation error of a floating point
operation is still a floating point number (see for example [3]):

r=1f(axb) = atb=z+y withyekF,

r=1f(a-b) = a-b=z+y withyePF. (2:2)

These are error-free transformations of the pair (a,b) into the pair (z,y). Fortunately, the
quantities z and y in (2.2) can be computed exactly in floating point arithmetic.
We use Matlab-like notations to describe the algorithms.

2.2.1 Addition

For addition, we can use the following algorithm by Knuth [9, Thm B. p.236].

Algorithm 2.1 (Knuth [9]). ERROR-FREE TRANSFORMATION OF THE SUM OF TWO FLOAT-
ING POINT NUMBERS

function [z,y] = TwoSum(a,b)
z="f(a+b); z=f(xz—a); y=H1((a—(z—2))+((b-2)



Another algorithm to compute an error-free transformation is the following algorithm from
Dekker [3]. The drawback of this algorithm is that we have x +y = a + b provided that
la| > |b]. Generally, on modern computers, a comparison followed by a branching and 3
operations costs more than 6 operations. As a consequence, TwoSum is generally more efficient
than FastTwoSum.

Algorithm 2.2 (Dekker [3]). ERROR-FREE TRANSFORMATION OF THE SUM OF TWO FLOAT-
ING POINT NUMBERS WITH |a| > |b]

function [z,y] = FastTwoSum(a,b)
z="f(a+0b); y=M((a—z)+b)

2.2.2 Multiplication

For the error-free transformation of a product, we first need to split the input argument into
two parts.

Splitting
Let p be the integer number given by eps = 27 and define s = [p/2] and factor = 1(2°+1).
For example, if the working precision is IEEE 754 double precision, then p = 53 and s = 27
and factor = 1.00...00100...00 227 allows by multiplying a number to split the mantissa
—_——— ——

26 26
of this number into its most and least significant halves. The quantities p, s and factor are

constants of the floating point arithmetic.
The following algorithm by Dekker [3] splits a floating point number a € F into two parts
x and y such that

a=z+y and =z and y non overlapping with |y| < |z|.

Two floating point values = and y with |y| < |z| are nonoverlapping if the least significant
nonzero bit of x is more significant than the most significant nonzero bit of y.

Algorithm 2.3 (Dekker [3]). ERROR-FREE SPLIT OF A FLOATING POINT NUMBER INTO TWO
PARTS
function [z,y] = Split(a,b)

c =fl(factor - a); z=1fl(c—(c—a)); y=_f(a—2x)

Product

An algorithm from Veltkamp (see [3]) makes it possible to compute an error-free transfor-
mation for the product of two floating point numbers by splitting the two arguments.
This algorithm returns two floating point numbers x and y such that

a-b=x+y withz="1(a-b).

Algorithm 2.4 (Veltkamp [3]). ERROR-FREE TRANSFORMATION OF THE PRODUCT OF TWO
FLOATING POINT NUMBERS

function [z,y] = TwoProduct(a,b)
x="fl(a-b)
[a1,a2] = Split(a); [b1,ba] = Split(d)
Yy :ﬂ(ag'bg—((($—a1'bl)—CLQ'bl)—al'bg))



2.2.3 Properties

The following theorem summarizes the properties of algorithms TwoSum and TwoProduct.
Theorem 2.1 (Ogita, Rump and Oishi [12]).

Addition Let a,b € F and let z,y € F such that [z,y] = TwoSum(a,b) (Algorithm 2.1).
Then,
atb=zty, w=Ha+b), |y <epsle Il <epslatb.  (23)

The algorithm TwoSum requires 6 flops.

Product Let a,b € F and let x,y € F such that [z,y] = TwoProduct(a,b) (Algorithm 2.4).
Then,
a-b=xz+y, x=1f(a-b), |yl <epslz|, |y| <eps|a-b| (2.4)

The algorithm TwoProduct requires 17 flops.

2.2.4 Multiplication with FMA

The TwoProduct algorithm can be re-written in a very simple way if a Fused-Multiply-and-
Add (FMA) operator is available on the targeted architecture [11, 1]. This means that for
a,b,c € F, the result of FMA(a, b, ¢) is the nearest floating point number of a - b+ ¢ € R. The
FMA operator satisfies

FMA(a,b,c) =(a-b+c)(1+¢1) =(a-b+c)/(1+¢e2) with |e,| < eps.

Algorithm 2.5 (Ogita, Rump and Oishi [12]). ERROR-FREE TRANSFORMATION OF THE
PRODUCT OF TWO FLOATING POINT NUMBERS USING AN FMA

3 Complex floating point arithmetic

function [z,y] = TwoProductFMA(a,b)
x=1fl(a-b); y=FMA(a,b,—x)

The TwoProductFMA algorithm requires only 2 flops.

3.1 Notations and fundamental property of complex floating point arithmetic

We denote by F+iF the set of complex floating point numbers. As in the real case, we denote
by fl(-) the result of a floating point computation, where all operations inside parentheses are
done in floating point working precision in the obvious way [7, p.71]. The following properties
hold [7, 13] for x,y € F + iFF,

iz oy) = (woy)(l+e1) = (woy)/(L+e), for o= {+,—} and |o,| Seps,  (3.5)

and
iz y) = (x-y)(1+e1), || < V2. (3.6)

This implies that

laob—fl(aob)| <epslaob| and |aob—fl(aob)| < eps|fl(aob)| for o = {+,—}



and
2y —fl(z - y)| < V2l -yl

For the complex multiplication, we can replace the term v/2v2 by v/5eps which is nearly
optimal (see [2]). As a consequence, in the sequel, all the bounds for algorithms involving a
multiplication can be improved by a small constant factor.

We will also use the notation 7, for the quantities

5 = nv2v,
T2y

And we will use inequalities (1 +v/272)(1 + ) < (1 +Fpna1) and (1 +v2%)Fn—1 < An.
3.2 Sum and product

The error-free transformations presented hereafter were first described in [6]. The sum
requires still only one error term as for the real case but the product needs three error terms.

3.2.1 Addition

Algorithm 3.1. ERROR-FREE TRANSFORMATION OF THE SUM OF TWO COMPLEX FLOATING
POINT NUMBERS = = a + th AND y = c+id

function [s, e] = TwoSumCplx(z,y)
[s1,e1] = TwoSum(a,c); [s2,e2] = TwoSum(b,d)
s=51+1s2; e=e1+ieg

Theorem 3.1. Let z,y € F + iF and let s,e € F 4 iF such that [s,e] = TwoSumCplx(zx,y)
(Algorithm 3.1). Then,

vty=s+e s=M(x+y), le|<eps|s|, [e|<eps|z+yl. (3.7)
The algorithm TwoSumCplx requires 12 flops.

Proof. From Theorem 2.1 with TwoSum, we have s1 + e = a+c and so +e2 = b+ d. It
follows that s + e = x + y with s = fi(z + y). From (3.5), we derive that |e| < eps|s| and
le] < eps|z + y|. O

3.2.2 Multiplication

Algorithm 2.4 cannot be straightforward generalized to complex multplication. We need the
new following algorithm.

Algorithm 3.2. ERROR-FREE TRANSFORMATION OF THE PRODUCT OF TWO COMPLEX
FLOATING POINT NUMBERS & = a + ¢b AND y = c + id

function [p,e, f,g] = TwoProductCplx(x,y)
[21, h1] = TwoProduct(a,c); [z2, ha] = TwoProduct(b,d)
[23, h3] = TwoProduct(a,d); [z4,h4] = TwoProduct(b, c)
[25, h5] = TwoSum(z1, —22); [26, he] = TwoSum(z3, 24)
p=2z5+1iz¢; e=hy+ihg; f=—ho+ihy; ¢g=hs-+ihg



Theorem 3.2. Let x,y € F+ilF and let p,e, f, g € F+iF such that [p, e, f, g = TwoProductCplx(x,y)
(Algorithm 2.4). Then,

zoy=pte+ftg p="f(z-y), le+f+g <V2plr-yl, (3.8)
The algorithm TwoProductCplx requires 80 flops.

Proof. From Theorem 2.1, it holds that zy + h1 = a-¢, 20+ ho = b-d, z3+ hg = a - d,
z4+hyg =b-c, z5+ hs = 21 — 20 and zg + hg = 23 + 24. By the definition of p, e, f,
g, we conclude that z-y = p+e+ f+ g with p = fl(z - y). From (3.6), we deduce that
e+ f+gl=lv-y—f(z-y)| < V2plz-yl| O

Optimization of the algorithm

In Algorithm 3.2, in each call to TwoProduct, we have to split the two arguments. Yet, we
split the same numbers a, b, ¢ and d twice. With only one split for each of these numbers, the
cost is 64 flops. The previous algorithm can be expanded as follows:

Algorithm 3.3. ERROR-FREE TRANSFORMATION OF THE PRODUCT OF TWO COMPLEX
FLOATING POINT NUMBERS & = a + ib AND y = ¢+ id WITH SINGLE SPLITTING

function [p,e, f,g] = TwoProductCplxSingleSplitting(z,y)

[a1,az] = Split(a), [b1,be] = Split(b), [c1,co] = Split(c), [d1,d2] = Split(d)
zl=1fl(a-¢c), 22=1(b-d), 23=1fl(a-d), z4=1(b-c)

1=f(ag-co—(((x —ay-c1) —az-c1) —aj-c))
h2 = ﬂ(bg . d2 — (((x — b1 . dl) — bg . dl) - bl : dg))

3 =1fl(ag-do — (((z —a1-dy) —ag-di) —aj -da))

ﬂ(bz +Co — (((33‘ — b1 . Cl) — bg . Cl) - bl : 02))

[Z5, h5] = TwoSum(z1, —22), [7567 h@] = TwoSum(z3, 24)
p=2z5+izg, e€=hy+ihs, f=—ho+ihy, ¢g=hs+ihg

3.2.3 Multiplication with FMA

Of course we obtain a much faster algorithm if we use TwoProductFMA instead of TwoProduct.
In that case, the numbers of flops falls down to 20.

Algorithm 3.4. ERROR-FREE TRANSFORMATION OF THE PRODUCT OF TWO COMPLEX
FLOATING POINT NUMBERS « = a + b AND y = ¢ + i¢d USING FMA

function [p,e, f, g] = TwoProductFMACplx(z,y)
[21, h1] = TwoProductFMA(a,c); [22, ha] = TwoProductFMA(b,d)
[23, h3] = TwoProductFMA(a,d); |[z4, h4] = TwoProductFMA(b, ¢)
[25, hs] = TwoSum(z1, —22); [26, he] = TwoSum(z3, 24)
p=2z5+1iz¢; e=hy+ihs; f=—ho+1ihy; ¢g=hs+ihg

The 8.5:1 ratio between the cost of TwoProduct and TwoProductFMA algorithms and the
3.2:1 ratio between the cost of TwoProductCplxSingleSplitting and TwoProductFMACplx
algorithms show that the availability of an FMA is crucial for fast error-free transformations in
real and complex arithmetic.



4 Accurate polynomial evaluation

First of all we describe the classical Horner scheme to evaluate polynomial p with complex
floating point coefficients on x a complex floating point value. The computed value res
is generally not the mathematical value p(z) rounded to the working precision. We want
then to reduce the gap between these values so we modify this algorithm to compute res
and additionally four polynomial error terms that we will have to evaluate on x to deduce a
complex floating point correction term c¢ that we have to add to res. Afterwards we will study
mathematically and experimentally the improvement of the accuracy consisting in replacing
res by fl(res + c¢).

4.1 Classical Horner scheme for complex floating point arithmetic

The classical method for evaluating a polynomial

n
p(z) = Zaixi, a;,x € F+4iF
i=0

is the Horner scheme which consists on the following algorithm:

Algorithm 4.1. POLYNOMIAL EVALUATION WITH HORNER'S SCHEME

function res = Horner(p,x)
Sp = an
for t=n—-1:-1:0
§i = Sit+1 T+ a;
end

res = Sg

Proposition 4.1. A forward error bound is

n
|p(2) — Horner(p, )| < F2n Y _ laillz|" = F2np(|2]) (4.9)
1=0
where p(z) = 0 a2zt

Proof. This is a straightforward adaptation of the proof found in [7, p.95] using (3.5) and
(3.6) for complex floating point arithmetic. O

The classical condition number that describes the evaluation of p(x) = S-%  a;2" at x is

_ Yiolaillz  p(l=])

cond(p, x) = — = . (4.10)
| Yo e’ |p(z)|
Thus if p(z) # 0, Equations (4.9) and (4.10) can be combined so that
—H
Ip(x) — Horner(p, o) < Ja, cond(p, T). (4.11)

p()]



4.2 Compensated Horner scheme

We now propose an error-free transformation for polynomial evaluation with the Horner
scheme. We produce four polynomial error terms monomial-by-monomial: a monomial for
each polynomial at each iteration.

Algorithm 4.2. ERROR-FREE TRANSFORMATION FOR THE HORNER SCHEME

function [res,pr,pu, Py, ps] = EFTHorner(p, z)
Spn = an
fori=n—1:-1:0
[pi, i, i, Vi) = TwoProductCplx(s;y1,x)
[si,04] = TwoSumCplx(p;,a;)
Set m;, u;, vi, o; respectively as the coefficient of degree ¢ in pr, pu, pv, Po
end
res = sg

The next theorems and proofs are very similar to the ones of [5]. It is just necessary to
change real error-free transformations into complex error-free transformations and to change
eps into v/272. This leads to change the -, into 7.

Theorem 4.2 (Equality). Let p(x) = S-% qa;z' be a polynomial of degree n with complex
floating point coefficients, and let x be a complex floating point value. Then Algorithm 4.2
computes both

i) the floating point evaluation res = Horner(p,z) and
ii) four polynomials pr, py, pv and py of degree n—1 with complex floating point coefficients,

Then,
p(.’L‘) =res + (pﬂ + Do +Pp + pu)(x), (4.12)

Proof. Thanks to the error-free transformations, we have p; + m + i + v; = $;41.¢ and
s; + 0; = p; + a;. By induction, it is easy to show that

n ) n—1 ] n—1 ] n—1 ) n—1 ]
daia =so+ Y ma'+ Y pat+ > viat+ ) o
i=0 i=0 i=0 i=0 i=0
which is exactly (4.12). O

Proposition 4.3 (Bound on the error). Given p(z) = S.% 4a;z" a polynomial of degree n
with complex floating point coefficients, and x a complex floating point value. Let res be the
floating point value, pr, pu, v and ps be the four polynomials of degree n — 1, with complex
floating point coefficients, such that [res,pr, pu, Py, o] = EFTHorner(p,x). Then,

((pr + P + pv) + 52)([2]) < Fonb(|2]).

Proof. The proof is organized as follows: we prove a bound on |p,_;||z|"~ and |s,_;||z|"~*
from which we deduce a bound on |m; 4 p; +v;| and |o;| and we use these bounds on each coeffi-

cient of the polynomial error terms to obtain finally the expected bound on these polynomials.



e By definition, for ¢ = 1,...,n, pn—i = Sp—i+1 - ¢ and Sp—; = pn—;i + an—;. From Equa-
tion(3.6), we deduce fl(s,_iy1-2) = (1 + €1)8n_is1 -  with |e1| < v/272. From Equa-
tion (3.5), we deduce fl(pp—i + an—i) = (1 + €2)(Pn—i + an—;) With |e2| < eps < v/27y2.
Consequently

Pacil < (L4 V27 Isnoisalle] and [somi] < (14+ V2) (pucil + lan—il).  (4.13)

e These two bounds will be used in the basic case and the inductive case of the following
double property: fori=1,...,n

Y

i i
ol < (4 20-0) D fancssglle?] and Jsnil < (1472 Y lon-ssslle?]. (414)
j=1 =0
For i = 1:

Since s, = a, the bound of Equation (4.13) can be rewritten as |p,—1| < (1 +
V27y)|an||z] < (1 +71)|an||z]. We combine this bound on |p,_1| to (4.13) to obtain
51l < (14 v232) ((1+ F0)anlle] + lan1]) < (1+7) (lanllz] + an_1]). Thus (4.14)
is satisfied for ¢ = 1.

Let us now suppose that (4.14) is true for some integer i such that 1 < i < n. According
to (4.13), we have |p,_(i+1)] < (1+v272)[sn—il|z|. Thanks to the induction hypothesis,
we derive,

i it+1
Pa—an] < T+ V292) (1 +7320) Y lan—isslla/ < (14 Foir1)-1) D lanis1)44l127]-
=0 =1

Let us combine (4.13) with this inequality, we have,

lsn—@en]l < (14 V2%) (IPa—gisn)] + [an—@11))
1+1

< (1 + \[72)( +’72 i+1)— Z ‘an— i+1 _,_]HJJ ’ + ’an (H—l)’
b= J
i+1
< (1+ '72(1—&-1 Z |ap— (i+1 +]H$j|
7=0

So (4.14) is proved by induction. We bound each of these sums by p(|x])/|z" | and
obtain for ¢ =1,...,n,

[Prilla™ ] < (14 F2i-1)p(lz])  and  [sn—ill2" "] < (1 +F20)p(|]). (4.15)

e From Theorem 3.1 and Theorem 3.2, fori = 0, ...,n—1, we have |m; +p; +vi| < V272 |pi
and |o;| < eps|s;| < v/2v2|si|. Therefore,

n—1 n—1 n—1
(Pr + P+ o) +05) (|2]) = Y (Imitpitvil+loi) 2| < D7 (V2yalpll'])+> (V2valsill27]) -
i=0 i=0 i=0

We now transform the summation into

n
(Pr + P+ 20) + Do) ([2]) < V272 D (Il 2" 7| + |sn—il[a™ 7))
i=1



and use the preceding equation (4.15) and the growth of the sequence 7 so that

n

(pr+Du+2) +55) (7)) < V27 S (1 + Foim1)B(]) + (1 + F2)5 ()

=1

IN

Va3 21+ Fan)ila]) = 20vBra(1 + a2
=1

Since 2nv/272(1 + F2,) = Fon, we finally obtain (py +pu+p0) +00)(|2]) < F2nD(|2]). -

From Theorem 4.2 the forward error affecting the evaluation of p at z according to the
Horner scheme is

e(x) = p(x) — Horner(p,x) = (pr + pu + Pv + Do) ().

The coefficients of these polynomials are exactly computed by Algorithm 4.2, together with
Horner(p, x).

If we try to compute a complete error-free transformation for the evaluation of a polynomial
of degree n, we will have to perform recursively the same computation for four polynomial of
degree n — 1 and so on. This will produce at the end of the computation S 7 4% = 4n4+_1f 1
error terms (for example for a polynomial of degree 10 we would obtain more than one million
error terms), almost all of which are null with underflow and the other ones do not have the
essential non-overlapping property. It will takes a very long time to compute this result (even
more probably than with exact symbolic computation) and we will have to make a drastic
selection on the huge amount of data to keep only a few meaningful terms as a usable result.
We only consider here intentionally the first-order error term to obtain a really satisfactory
improvement of the result of the evaluation with a reasonable running time.

Consequently we compute here a single complex floating point number as the first-order
error term, the most significant correction term. The key is then to compute an approxi-
mate of the error e(z) in working precision, and then to compute a corrected result res’ =
fi(Horner(p, x) + e(z)).

Our aim is now to compute the correction term ¢ = fi(e(x)) = fl((pr +po +pu+pv)(x)). For
that we evaluate the polynomial P whose coefficients are those of p; + ps + p, + p, faithfully
rounded! since the sums of the coefficients p; + ¢; + 7; + s; are not necessarily floating point
numbers. We compute the coefficients of polynomial P thanks to Accsum algorithm [14]. This
can also be done via other accurate summation algorithms (see [4] for example). We modify
the classical Horner scheme applied to P, to compute P at the same time.

Algorithm 4.3. EVALUATION OF THE SUM OF FOUR POLYNOMIALS WITH DEGREE n

function ¢ = HornerSumAcc(p, q,7,s,x)
vp, = Accsum(py, + Gn + T + Sn)
for i=n—-1:-1:0
v; = fl(vig1 - x+Acesum(p; + ¢ + 73 + ;)
end

c =1y

'Faithful rounding means that the computed result is equal to the exact result if the latter is a floating
point number and otherwise is one of the two adjacent floating point numbers of the exact result.



Lemma 4.4. Let us consider the floating point evaluation of (p+q+1+s)(x) computed with
HornerSumAcc(p, q,r, s,z). Then, the computed result satisfies the following forward error
bound,

[HornerSumAcc(p, ¢, 7, 5,2) — (p+ q + 7 + ) ()| < Fons1((p + g + 1) + 3)(|2]),

Proof. We will use as in [7, p.68] the notation (k) to denote the product of k terms of the form
1+ ¢, for some ¢; such that |g;| < V/272. A product of j such terms multiplied by the product
of k such terms is a product of j 4+ k such terms and consequently we have (j)(k) = (j + k).
Considering Algorithm 4.3, we have v, = Accsum(p, + ¢, + ™ + Sn) so according to the
property of the Accsum algorithm we have v, = (pp, + ¢ + 70 + $p)(1).
Fori=n—1,...,0, the computation of v; from v; 1 leads to an error term for the product
and for the Accsum algorithm and then another on the sum and we have

v; = f(vip12 + Acesum(p; + g + 7 + 8)) = vig12(2) + (pi + ¢ + 1 + 5i)(2).

Therefore we can prove by induction on 7 that

i—1
Un—i = (pn + qn + 10+ Sn)xz<2i + 1> + Z(pn—i-‘rk + Qn—itk + Tn—i+k + 3n—i+k)xk<2(k + 1)>
k=0

and then for 7 = n we obtain

n—1
¢ =00 = (Pn+ @+ 70+ s0)2" 20+ 1) + > (pk + q + 75 + s1)2"(2(k + 1)).
k=0

Consequently we have

n—1

c—i(pﬁqﬁrﬁsz‘)wi = (Pntantrntsn)z" (2n+1)=1)+ Y (petaetrrt+si)z” ((2(k+1))—1).
=0

i k=0

Since for any ¢ implied in (k) notation, we have |e| < /272, we have

1 k\/§72 —~
B -1 <(14+V2y)f-1<— — —1=—Y"2
(k) —1] <( 2) S o i,

and the 7 sequence is growing, thus |(k) — 1| < 4 < 72,41 pour tout k < 2n + 1. We finally
obtain

n

n
=Y (pitai+rits)z’| < Fonsr Yy (Ipi + i + il + [si)|2'| < Fonga((p+ g +7) +3)(|2)).
i=0 i=0

O

We combine now the error-free transformation for the Horner scheme that produces four
polynomials and the algorithm for the evaluation of the sum of four polynomials to obtain a
compensated Horner scheme algorithm that improves the numerical accuracy of the classical
Horner scheme on complex numbers.

Algorithm 4.4. COMPENSATED HORNER SCHEME



function res’ = CompHorner(p,x)
[res, pr, P> Pv» Do) = EFTHorner(p, x)
¢ = HornerSumAcc(pr, Py, Pvs Do, T)
res’= fl(res + ¢)

We prove hereafter that the result of a polynomial evaluation computed with the compen-
sated Horner scheme (4.4) is as accurate as if computed by the classic Horner scheme using
twice the working precision and then rounded to the working precision.

Theorem 4.5. Given a polynomial p = S\ p;x’ of degree n with floating point coefficients,
and x a floating point value. We consider the result CompHorner(p,z) computed by Algo-
rithm 4.4. Then,

|CompHorner (p, ) — p(x)| < eps|p(w)| +73,(|2]), (4.16)

Proof. As res’ = fl(res + ¢) so, according to Theorem 3.1, res’ = (1 + ¢)(res + ¢) with |g] <
eps < v/272. Thus we have |res’ —p(z)| = |fi(res+c) —p(z)| = [(1+¢)(res+c—p(x))+ep(x)).
Since p(x) = res + e(z), we have |res’ — p| = [(1 4+ ¢)(c — e(x)) + ep(x)| < eps|p(z)| + (1 +
eps)|e(z) — ¢|. By Lemma 4.4 applied to four polynomials of degree n — 1, we have

le(z) — | < Fan_1((Px + pp + Do) + Bo) (|2]).

By Proposition 4.3 we have also ((pmy) +p0)(|z]) < F2np(|x]). We combine these two
bounds and obtain |e(z) — ¢| < Fo,—172,D(|z]). As a consequence, |res’ — p(x)| < eps|p(z)| +
(1 + vV272)Y2n—1720D(|z|). Since (1 + v272)Y2n—1 < Fon, it follows that |res’ — p(z)| <
eps|p(z)| + 72, P(x)- O

4.3 Numerical experiments

Equation (4.16) can be written
|CompHorner(p, ) — p(z)|
p(2)|

The comparison with the bound (4.11) for the classical Horner scheme shows that the coeffi-
cient of the condition number vanish from o, to 73,

We present here comparison curves for the classical and the compensated Horner scheme.

All our experiments are performed using the IEEE 754 double precision with MATLAB 7.
When needed, we use the Symbolic Math Toolbox to accurately compute the polynomial
evaluation (in order to compute the relative forward error).

We test the compensated Horner scheme on the expanded form of the polynomial p,(z) =
(x—(1+1i))" at © = f1(1.333+1.333i) for n = 3 : 42. The condition number cond(p,, z) varies
from 102 to 1033.

The following figure shows the relative accuracy |res — py(x)|/|pn(x)| where res is the com-
puted value by the two algorithms 4.1 and 4.4. We also plot the a priori error estimation (4.11)
and (4.17).

As we can see below, the compensated Horner scheme exhibits the expected behavior, that
is to say, the compensated rule of thumb (4.17). As long as the condition number is less than
eps ! ~ 106, the compensated Horner scheme produces results with full precision (forward
relative error of the order of eps ~ 1071¢). For condition numbers greater than eps—! ~ 1016,
the accuracy decreases until no accuracy at all when the condition number is greater than
eps—2 ~ 1032,

< eps + 73, cond(p, x). (4.17)
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5 Conclusion and future work

In this article, we derived some new error-free transformations for complex floating point
arithmetic. This makes it possible to provide a complex version of the compensated Horner
scheme.

Nevertheless, the error bound provided in this article is a theoretical one since it contains
the quantity |p(z)|. It would be very interesting to derive a validated error bound « € F that
can be computed in floating point arithmetic satisfying |CompHorner(p, x) — p(x)| < . This
can be done via a kind of running error analysis [15].
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